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Abstract

We derive the first two terms in anε-expansion for the invariant measure of a class
of semilinear parabolic SPDEs near a change of stability, when the noise strength
and the linear instability are of comparable orderε2. This result gives insight
into the stochastic bifurcation and allows to rigorously approximate correlation
functions. The error between the approximate and the true invariant measure is
bounded in both the Wasserstein and the total variation distance.
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1 Introduction

The concept of stochastic bifurcation is still a topic of ongoing research, and there
are several open questions on the effect of small additive noise on a determinis-
tic bifurcation. The only fairly complete picture available so far applies to pitch-
fork bifurcations in one-dimensional stochastic ordinary equations (SODEs), see
[CIS99] for a classification of bifurcations. There exist several concepts of bifur-
cation within the framework of random dynamical systems, and we are not going
to discuss them in detail here (seee.g.[Arn98] for an overview). One such concept
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is a phenomenological bifurcation, where the density of a unique invariant measure
changes its structure (e.g.number of maxima).

For one-dimensional SODEs there is the result of [CF98] showing that only a
phenomenological bifurcation can occur. Their result mainly rules out changes in
the structure of the random attractor, which would be a dynamical bifurcation, in
the sense of [Arn98].

Nevertheless for SPDEs there are no analogs of these results. Only for mono-
tone SPDEs results are established ruling out the possibility of a dynamical bifur-
cation (see [CCLR]). The question of defining the analog of a phenomenological
bifurcation in this setting is completely open, one problem being the lack of refer-
ence measure in infinite dimensional spaces.

Our result approximates the fine structure of the invariant measure. This can
be used to describe phenomenological bifurcation for SPDEs. The main tool is a
multi-scale approximation of the dynamics using amplitude equations. This is a
fairly natural approach, as the separation of time-scales is naturally present in a
neighbourhood of a deterministic bifurcation.

The amplitude equation is a stochastic ordinary differential equation describ-
ing the dynamics of the dominating modes of the SPDE living on a much slower
time-scale. A rigorous justification of the approximation of solutions of SPDEs by
the solutions of the corresponding amplitude equation was obtained in [BMPS01,
Blö03a]. Unfortunately, these results were only capable of describing the transient
dynamics of the SPDE,i.e. the dynamics on time scales of the order of the charac-
teristic time of the linear instability. However, we show in this paper that the ampli-
tude equation is also able to describe the long-time behaviour of SPDEs. Our main
results show that we can approximate the invariant measure of the original SPDE at
first order by the invariant measure of the amplitude equation, which is supported
on a finite dimensional subspace. Furthermore, we show that the second order cor-
rection is given by a Gaussian measure supported on the orthogonal complement
of that space. Note that in the deterministic case, the approximation of solutions to
PDEs by the solutions of a suitable amplitude equation is well understood. In par-
ticular, the case of unbounded (or very large) domains, which is beyond the scope
of this paper, can be justified rigorously, seee.g.[KSM92, Sch96].

Let us now make the considerations above more precise. We consider in this
paper SPDEs of the type

∂tu = Lu+ ε2Au+ F(u) + ε2ξ , (1.1)

whereL is a dissipative operator with finite dimensional kernel,ε2Au is a small
(linear) deterministic perturbation,F is a stable cubic nonlinearity, andξ is a
Gaussian noise which will be taken to be white in time and can be either white
or coloured in space. We will furthermore denote byX the Hilbert space in which
we consider initial conditions and solutions to (1.1). There are many examples of
equations of that type in the literature. For instance, the well-known Ginzburg-
Landau equation

∂tu = ∆u+ νu− u3 + σξ
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and the Swift-Hohenberg equation

∂tu = −(∆ + 1)2u+ νu− u3 + σξ ,

which was first used as a toy model for the convective instability in a Rayleigh-
Bénard problem (see [HS92]), fall into the scope of our work when the parameters
ν and σ are small and of comparable order of magnitude. Both equations are
considered on bounded domains with suitable boundary conditions (e.g.periodic,
Dirichlet, Neumann, etc.). The boundedness of the domain is essential, since all of
our proofs rely on the existence of a spectral gap of order one in the linear part.

Another example arises in the theory of surface growth in the model of Lai and
Das-Sarma [LDS91]. Hereh is the height-profile of a growing surface given by

∂th = −∆2h− ν∆h+∇ · (|∇h|2∇h) + σξ ,

subject to periodic boundary conditions on a square and vanishing spatial mean for
h. In this caseν∆ splits into two parts, one belonging toL and one toε2A.

Our first main result (cf. Theorem 5.2), which is based on the transient approx-
imation result (cf. Theorem 3.8), is the following. Letu? be distributed according
to an invariant Markov measure of (1.1). Then

u? = εa? + ε2ψ? +O(ε3−) ,

wherea? is distributed according to the invariant measure for the amplitude equa-
tion (cf. section 2) on the finite dimensional spacePcX, with Pc being the pro-
jection onto the kernelN of L. Moreover,ψ? is a stationary Ornstein-Uhlenbeck
process onPsX, wherePs = I − Pc is the projection onto the stable (or fast)
modes. In contrast to that, the projectionPc maps onto the slow modes, which live
on a much slower time-scaleT = ε2t.

TheO(ε3−)-term is interpreted as the Wasserstein distance of the correspond-
ing measures, whereO(ε3−) meansO(ε3−κ) for anyκ > 0. Note that Theorem
5.2 is proved in a slightly different scaling.

The second result (cf. Theorem 5.3) establishes that the law ofa? + εψ? is
approximately given by the product measure,i.e.

Pa?+εψ? = Pa? ⊗ Pεψ? +O(ε2−) .

This is a remarkable fact as, in general,a? andψ? are not independent. This ap-
proximate independence of the “slow modes” and the “fast modes” in the invariant
distribution results mainly from a separation of timescales in their approach to
equilibrium.

Another surprising fact is that, due to the cubic nature of the nonlinearity, no
second order correction inPcX is necessary. This changes dramatically when
one tries to go to higher order corrections. Then, the cubic nonlinearity couples
strongly the dynamics inPcX andPsX. Nevertheless we will give formal argu-
ments in section 2 that indicate what the third order correction should be. This
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formal approach also indicates that it is not trivial to extend our approach to third
order corrections.

Under stronger assumptions on the non-degeneracy of the noise process, we
show in section 6 that similar approximation results hold in the much stronger total
variation distance. However, since the total variation distance between two mea-
sures does not depend on the distance with which the underlying space is endowed,
the error between the invariant measure of the SPDE and its approximation scales
in a different way withε. Our result is then

‖P ∗
c Pu? − Pεa?‖TV = O(ε

3
2
−) , ‖Pu? − Pεa? ⊗ Pε

2ψ?‖TV = O(ε1−) . (1.2)

Recall the following interpretation of the total variation distance. Given two prob-
ability measuresµ andν, one can build two random variablesx andy with respec-
tive lawsµ andν, such thatP({x = y}) = 1− 1

2‖µ−ν‖TV . In particular, the second
estimate in (1.2) implies that the small scale spatial structure of stationary solutions
of the original SPDE are indistinguishable from those of the Ornstein-Uhlenbeck
processε2ψ?.

The paper is organised as follows. In section 2 we give a formal derivation of
the amplitude equation and of the higher order corrections. In section 3, we give a
precise statement of the assumptions that will be used throughout the paper, and we
give a rigorous formulation of the approximation result for the transient dynamics
of (1.1) (cf. Theorem 3.8).

The proof of the approximation result is split into several steps, which are all
contained in section 4. Subsection 4.1 provides essentiala priori bounds on the
solutions and the invariant measure of the SPDE (1.1), while subsection 4.2 gives
essential error estimates for the residual. Finally the proof of the approximation
result is contained in subsection 4.3.

The main results on the structure of invariant measures of (1.1) are discussed
in section 5, while the proofs are given in subsections 5.1 and 5.2. Finally, the total
variation estimates (1.2) are discussed in section 6.

2 Formal Derivation

Let us first discuss a formal calculation giving approximations of our original equa-
tion (1.1). We make the ansatz

u(t) = εa(ε2t) + ε2b(ε2t) + ε3c(ε2t) + ε2ψ(t) + ε3ϕ(t) +O(ε4) , (2.1)

with a, b, c ∈ N = PcX andϕ,ψ ∈ S = PsX. Due to the linear damping of order
one inS, we expect the modes inS to evolve on time scales of order one. InN ,
on the other hand, we expect the modes to evolve on the much slower time-scale
T = ε2t, since the linear operator acting onN is of orderε2, so its characteristic
time is of orderε−2.

Plugging the ansatz (2.1) back into (1.1) and expanding in orders ofε, we
obtain first, by collecting all terms of orderε3 in N ,

∂Ta(T ) = Aca(T ) + Fc(a(T )) + ∂Tβ(T ) . (2.2)



FORMAL DERIVATION 5

Here,β(T ) = εPcW (ε−2T ) is a Wiener process inN with distribution indepen-
dent ofε, and we writeAc = PcA andFc = PcF for short. This approximation is
calledamplitude equation, and it is well-known for many examples in the physics
literature. It was rigorously verified in [Blö03a] for a large class of equations.

Let us now turn to higher order corrections. Collecting terms of orderε2 in S
yields

∂tψ(t) = Lsψ(t) + Psξ(t) . (2.3)

A second order correction was already used in [Blö03b] to deal with quadratic non-
linearities. However, the result there was only an approximation in lowest order, as
opposed to the higher order approximation derived here.

The next step is to compute the other second order term involvingb. First we
can solve (2.3) forψ using the variation of constant formula. Then we rescaleψ to
the slow time-scale to obtain formally that

ψ(Tε−2) law= εL−1
s Psξ(T ) + “higher order terms” .

As a consequence, the termAcψ(Tε−2), when viewed on the slow time-scale, gives
a contribution of orderε5 instead ofε4. Using this, we obtain for terms of orderε4

in N
∂T b(T ) = Acb(T ) + 3Fc(a(T ), a(T ), b(T )) . (2.4)

Since typical initial conditions for (1.1) can be written asu(0) = εa(0) + ε2ψ(0),
one can chooseb(0) = 0, and thereforeb vanishes identically.

Turning again toS and gathering terms of orderε3 we obtain

∂tϕ(t) = Lsϕ(t) +As a(ε2t) + Fs(a(ε2t)) .

Hence,ϕ lives basically on the slow time-scale. Defininĝϕ(T ) = ϕ(ε−2T ) we
obtain

ϕ̂(T ) = L−1
s (Asa(T ) + Fs(a(T ))) + “higher order terms” . (2.5)

Finally, terms of orderε5 in N (and using the fact thatb ≡ 0) give raise to

∂T c(T ) = Acc+Acϕ̂+AcL
−1
s Psξ(T ) + 3Fc(a, a, c) + 3Fc(a, a, ϕ̂)

+ 3Fc(a, a, L−1
s Psξ(T )) + 3Fc(a, ψ(ε−2T ), ψ(ε−2T )) . (2.6)

At this point, the ansatz (2.1) starts to show its limitations. Sinceϕ̂ lives (up to
higher order terms) on a finite-dimensional space andc lives onN by construction,
(2.5) and (2.6) seem to indicate that the solution of (1.1) is approximated at order
ε4 by ε2ψ(t) on the orthogonal complement of a finite-dimensional subspace ofX.
On the other hand, (2.6) seems to be of rather limited use for studying the structure
of the invariant measure of (1.1) since, because of the presence of the instability
Ac in the linear equation forc, the very existence of an invariant measure forc is
not clear.
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Notice furthermore that expression (2.6) still depends onε, as it is not cleara
priori what would be the limit ofFc(a, ψ(ε−2T ), ψ(ε−2T )) asε→ 0. If we use the
previous formal argument, we would obtain a term of orderO(ε2), which however
does not make sense, as it involves squares of Delta-distributions. Instead another
formal argument indicates that one should have

Fc(a, ψ(ε−2T ), ψ(ε−2T )) = Ψ[a] + “higher order terms” ,

for some linear operatorΨ : N → N .
For these reasons, we limit ourselves to the study of the expansion (2.1) up

to terms of orderε2. Our main approximation result can then be summarised as
follows. Given an initial condition of the formu(0) = εa(0) + ε2ψ(0) with a(0)
andψ(0) of order one, the representation

u(t) = εa(ε2t) + ε2ψ(t) +O(ε3) ,

wherea ∈ N is a solution of (2.2) andψ ∈ S is an Ornstein-Uhlenbeck pro-
cess given by (2.3), holds up to timest = O(ε−2). The rigorous statement and
verification of these results can be found in Theorem 3.8.

3 Main Assumptions and the Approximation Result

In this section we formulate the main assumptions needed for our proofs, and state
the approximation result, which verifies the formal calculation of the previous sec-
tion, at least on large transient time-scales.

Let X be some fixed separable Hilbert spaceX. Throughout this paper, we
will always write‖ · ‖ for the norm and〈·, ·〉 for the scalar product inX, unless
otherwise stated. We denote byL(X,Y ) the space of continuous linear operators
fromX into Y endowed with the usual operator norm.

Assumption 3.1 The operatorL onX has compact resolvent and generates an an-
alytic semigroup{etL}t≥0 in X. DenoteN = ker(L) and assume thatdim(N ) =
n. We definePc as the orthogonal projection ontoN , we setPs = I − Pc, and we
assume thatetL and the projectionPc commute. We also denote the range ofPs by
S, so thatX = N ⊕ S. We assume

‖etLPs‖L(X,X) ≤ e−tω for all t ≥ 0. (3.1)

We define the fractional spaceXα for α ≥ 0 as usual byXα = D((1− L)α) with
norm‖ · ‖α = ‖(1− L)α · ‖ and scalar product〈u, v〉α = 〈(1− L)αu, (1− L)αv〉.
The spaceX−α = (Xα)′ is the dual ofXα with canonical norm. See for example
[Lun95] or [Paz83]. It is well-known thatetL extends to an analytic semigroup
on allXα, α ∈ R. Note furthermore that obviouslyN ⊂ Xα for anyα ≥ 0, as
(1− L)αN = N .

The conditions on the semigroup readily imply (see Lumer-Phillips theorem in
[Paz83]) thatetL is a contraction semigroup onX and henceL a dissipative oper-
ator. To be more precise we have Re〈Lv, v〉 ≤ 0 for all v ∈ D(L) and moreover
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Re〈PsLv, v〉 ≤ −ω‖v‖2, asL+ ω generates a contraction semigroup onS. Since
LPc = PcL = 0, this also implies that0 is the only point in the spectrum ofL right
of the line Re(λ) = −ω. It is easy to verify that this result remains true inXα.

It is a well-known fact that forα ∈ [0, 1) there is a constantM ≥ 1 such that

‖etL‖L(X−α,X) ≤M (1 + t−α) (3.2)

for all t > 0.
We can combine this with (3.1) to obtain for some0 < ω̃ < ω andM̃ ≥ 0 that

‖PsetL‖L(X−α,X) ≤ M̃ (1 + t−α)e−tω̃ for all t > 0 . (3.3)

All we have to do is usingPsetL = eptLPse
qtL for p, q ∈ (0, 1) with p + q = 1.

Nevertheless, we will assume without loss of generality thatω̃ = ω andM̃ = M .
Moreover, we immediately get that under Assumption 3.1 we can extendPc to

an orthogonal projection inX−α ontoN , which commutes with the semigroupetL

onX−α. This can be easily seen for example by using the representation of the
resolvent with the semigroup in addition with Dunford-integrals.

Assumption 3.2 The linear operatorA belongs toL(D(L), X). Moreover, there
exists a constantCA > 0 such that

〈Av, v〉 ≤ CA(‖v‖2 + Re〈−Lv, v〉) for all v ∈ D(L) .

Finally, we assume that one can extendA to a bounded linear operator fromX →
X−α for someα ∈ [0, 1).

The assumption thatA ∈ L(D(L), X) implies thatA is relatively bounded with
respect toL, i.e. there is a constantC > 0 such that‖Av‖ ≤ C(‖v‖+ ‖Lv‖).

Assumption 3.3 The functionF : X3 → X−α for someα ∈ [0, 1) is continuous,
trilinear, and symmetric. Furthermore, its restriction toD(L) is continuous from
D(L)3 intoX.

Using the shorthand notationsF(u) = F(u, u, u) andFc = PcF , we assume
that

〈Fc(vc, vc, wc), wc〉 < 0 (3.4)

for all vc, wc ∈ N \ {0}. We finally assume that there exist constantsK and
γL ∈ [0, 1) such that, for allδ > 0 sufficiently small,

〈F(v + ϕ), v〉 ≤ Kδ2 +K‖ϕ‖4 − δ‖v‖2 − γLRe〈Lv, v〉 , (3.5)

for anyϕ, v ∈ D(L).

The assumption on the restrictionF : D(L)3 → X being continuous is mainly
for convenience. It simplifies the proof of thea priori estimate (Theorem 4.1)
significantly.
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Moreover the assumption thatF is cubic could be relaxed by adding terms of
higher order. Adding terms of degree larger or equal to five does not change any
of the main results (under suitable stability assumptions). However, fourth order
terms induce a nonlinearity in equation (2.4) and therefore complicate the analysis
considerably. In particular, they induce second-order corrections inN .

Assumption 3.4 The noise process is formally given byξ = Q∂tW , whereW
is a standard cylindrical Wiener process inX with the identity as a covariance
operator andQ ∈ L(X,X) is symmetric. Furthermore, there exists a constant
α̃ < 1

2 such that
‖(1− L)−α̃Q‖HS(X) <∞ ,

where‖ · ‖HS(X) denotes the Hilbert-Schmidt norm of an operator fromX toX.

Remark 3.5 Straightforward computations, combined with the properties of ana-
lytic semigroups allow to check that Assumption 3.4 implies the following:

• The stochastic convolutionWL(t) =
∫ t
0 e

L(t−s)QdW (s) is anX-valued
process with Ḧolder continuous sample paths.

• There exist positive constantsC andγ such that

‖PseLtQ‖HS ≤ C(1 + t−α̃)e−ωt , (3.6)

holds for everyt > 0.

Remark 3.6 Note that we donot assume thatQ andL commute. Hence, it is in
general not true thatQ andPc commute. Therefore, the noise processesPcQW
andPsQW will not necessarily be independent.

Using Assumptions 3.2, 3.3, and 3.4 it is straightforward to verify for any (random)
initial condition u(0) ∈ X the existence of a unique global mild solutionu ∈
C0([0,∞), X) of (1.1), i.e.a solution of

u(t) = etLu(0) +
∫ t

0
e(t−τ )L(ε2Au(τ ) + F(u(τ ))) dτ +WL(t) , (3.7)

where the stochastic convolutionWL was defined in Remark 3.5.
It is well-known under our assumptions that (1.1) or (3.7), respectively, exhibits

a not necessarily unique invariant measure. This is quite standard to check, using
for instance the methods of [DPZ96]. The main ingredients are an a priori bound
inX (this will be proved in Theorem 4.1), and a bound in someXγ with smallγ <
1− α, using the methods of Lemma 6.8. The latter bound yields the compactness
required by the usual Krylov–Bogoloubov argument.

Depending on the degeneracy of the noise, it is usually possible to check that
the invariant measure is also unique, using for example the results from [DPZ96,
KS00, EH01, Mat02, Hai02]. The next assumption is only required for the approx-
imation results concerning the invariant measure, not for the approximation of the
transient dynamics.
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Assumption 3.7 The Wiener processPcQW onN is not degenerate, i.e.PcQ2Pc
has full rank.

Note that Assumption 3.7 together with Assumption 3.3 is sufficient for the ampli-
tude equation to have a unique invariant measure that is exponentially attracting,
seee.g.[MT94].

We consider solutionsu of equation (1.1), with initial conditionu(0) = u0

satisfying for some family of positive constants{Cp, p ≥ 1}

E‖u0‖p ≤ Cpε
p and E‖Psu0‖p ≤ Cpε

2p. (3.8)

By Theorem 4.1 we will see that any initial conditionu? distributed according to
an invariant measure of (1.1) is admissible.

We define the stochastic processa ∈ C0([0, T ],N ) as the solution to

∂Ta(T ) = Aca(T ) + Fc(a(T )) + ∂Tβ(T ) , (3.9)

with initial conditiona(0) = ε−1Pcu0, where we definedβ(T ) = εPcQW (ε−2T )
as in section 2. The processβ is a Brownian motion inN with non-degenerate
covariance matrixPcQ2 ∈ L(N ,N ). Furthermore we set

ψc(t) := a(ε2t) .

We also defineψs byψs(0) = ε−2Psu0 and

ψs(t) = etLψs(0) + PsWL(t) . (3.10)

Our approximation to the solution of (1.1) is then given by

ψ(t) := εψc(t) + ε2ψs(t) . (3.11)

Note that we do not add any second order term inN , which was already justified
by our formal calculation. Moreover, due to Remark 3.6a andψs are in general
not independent. They are independent, for example, ifPc commutes withQ and
ψs(0) is independent ofa(0).

The main result showing that transient dynamics of (1.1) is well approximated
byψ is the following theorem and corollary. The proof will be given in subsection
4.3.

Theorem 3.8 Let Assumptions 3.1, 3.2, 3.3, and 3.4 hold and letu be the mild
solution of (1.1) with initial valueu0 satisfying (3.8). Defineψ by (3.11) witha
given by (3.9).

Then for allp > 0, κ > 0 and T0 > 0 there is a constantCapp explicitly
depending onp and growing exponentially withT0 such that the estimate

P
(

sup
t∈[0,T0ε−2]

‖u(t)− ψ(t)‖ ≤ ε3−κ
)
≥ 1− Cappε

p

holds forε > 0 sufficiently small.
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Combining this approximation result with the a-priori bound (cf. Theorem 4.1) on
the moments, we easily obtain:

Corollary 3.9 With the same notations and assumptions as in Theorem 3.8, one
has

E
(

sup
t∈[0,T0ε−2]

‖u(t)− ψ(t)‖p
)
≤ Cε3p−κ .

This result will be proved in the following section. Note that it contains only infor-
mation on transient time scales. The approximation result for the invariant measure
(and thus for an infinite time) is stated and proved in section 5.

4 Proof of the Approximation Result

4.1 A-priori bounds on the invariant measure and solutions

In this subsection, we show that the invariant measure for (1.1) and the law of
solutions from a certain class are concentrated on functions that are of orderε in
N and of orderε2 in S.

Theorem 4.1 Let Assumptions 3.1, 3.2, 3.3, and 3.4 be satisfied. Letu? be anX-
valued random variable distributed according to an invariant measure for equation
(1.1). Then for allp ≥ 1 there are constantsCp > 0 explicitly depending onp such
that

E‖u?‖p ≤ Cpε
p and E‖Psu?‖p ≤ Cpε

2p (4.1)

for anyε ∈ (0, 1). Moreover, there are constantsC ′
p depending onCp, but not on

ε, such that for any mild solution of (3.7) with initial conditionu(0) fulfilling (4.1)
we have

sup
t>0

E‖u(t)‖p ≤ C ′
pε
p and sup

t>0
E‖Psu(t)‖p ≤ C ′

pε
2p.

Chebychev inequality immediately implies:

Corollary 4.2 Under the conditions of the previous theorem. For allκ > 0 and
p ≥ 1 there is a constantC > 0 such that for allε ∈ (0, 1).

P(‖Pcu?‖ ≤ ε1−κ and‖Psu?‖ ≤ ε2−κ) ≥ 1− Cεp.

Proof of Theorem 4.1.Define the norm inLp(Ω, X) by

‖u‖Lp := (E‖u‖p)1/p .

Consider now a mild solutionu(t) of (1.1) withu(0) = u?. Obviously,

‖u(t)‖Lp = ‖u?‖Lp , for all t > 0.

Define nowLε := L+ε2A−γε2 for γ > 0 to be fixed later. SinceA is a relatively
bounded with respect toL by Assumption 3.2, we immediately get from [Kat80,
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Thm IX.2.4] for sufficiently smallε > 0 thatL + ε2A generates an analytic semi-
group. Moreover, following the proof [Kat80, Thm IX.2.4] to reveal the precise
values of various constants, it is easy to verify that there exists a sufficiently large
(but independent ofε) constantγ > 0 such thatLε generates a bounded semigroup
for ε < 1.

Define now
v(t) := u(t)− ε2WLε(t) .

Due to the stability of the semigroup and the fact thatWLε is Gaussian, the stochas-
tic convolution satisfies

‖PsWLε(t)‖Lp ≤ C̃p‖PsWLε(t)‖L2 ≤ Cp for any t ≥ 0 , (4.2)

and
‖WLε(t)‖Lp ≤ C̃p‖WLε(t)‖L2 ≤ Cpε

−1 for any t ≥ 0 ,

where the constants depend onp, but can be chosen to be independent ofε. This
yields immediately

‖v‖Lp ≥ ‖u?‖Lp − Cpε . (4.3)

Moreover, a formal computation starting from (3.7) shows that we can differentiate
v with respect tot, yielding

∂tv = Lv + ε2Av + F(v + ε2WLε) + γε4WLε . (4.4)

This equation is only valid in the weak formulation sincev 6∈ D(L) in general.
Therefore, the previous and the following argument are only formal, but can be
justified by using smooth approximations ofW , given byW (k) in X. Hence, we
haveW (k)

Lε
(t) in D(L). Moreover, by Assumptions 3.3 and 3.2 we immediately

get that the corresponding solutionv(k) is in D(L). Our arguments are valid for
the approximationsv(k) because they are strong solutions of (4.4) in the classical
sense. It suffices then to pass to the limit.

Taking 〈·, v〉 on both sides of (4.4) and using (3.5) forδ = 2ε2 together with
Assumption 3.2, we derive for sufficiently smallε > 0

1
2∂t‖v‖

2 ≤ Kδ2 − δ‖v‖2 + Cε8‖WLε‖4 + ε2‖v‖2 + Cε6‖WLε‖2

− (γL − ε2CA) · Re〈−Lv, v〉
≤ −ε2‖v‖2 + C(ε4‖WLε‖2 + ε2)2 .

A comparison argument for ODEs immediately gives

‖v‖2 ≤ e−2ε2t‖u?‖2 + C

∫ t

0
e−2ε2(t−τ )

(
ε4‖WLε(τ )‖2 + ε2

)2
dτ .

Taking theLp/2-norm on both sides yields

‖v‖2
Lp ≤ e−2ε2t‖u?‖2

Lp + C

∫ t

0
e−2ε2τdτ · ε2 .
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Hence,
‖v‖Lp ≤ e−ε

2t‖u?‖Lp + C(1− e−2ε2t)1/2 · ε .

Using (4.3), we get

‖u?‖Lp(1− e−ε
2t) ≤ C(1− e−2ε2t)1/2ε+ Cε , (4.5)

and the first assertion follows by choosingt = ε−2.
For the second claim we get from the mild formulation (3.7)

‖Psu(t)‖ ≤Me−tω‖Psu?‖+ ε2‖PsWL(t)‖

+ C

∫ t

0
(1 + (t− τ )−α)e−(t−τ )ω(ε2‖u(τ )‖+ ‖u(τ )‖3) dτ .

Taking theLp-norm and using (4.2) yields

‖Psu?‖Lp ≤Me−tω‖Psu?‖Lp + Cε2

+ C(ε2‖u?‖Lp + ‖u?‖3
L3p)

∫ t

0
(1 + τ−α)e−τω dτ .

Taking the limitt→∞ and using the first part we derive‖Psu?‖Lp ≤ Cε2.
For the second part of the theorem, we can proceed similarly to the first part.

First, instead of (4.5) we derive

‖u(t)‖Lp ≤ e−ε
2t‖u(0)‖Lp + C(1− e−2ε2t)1/2ε+ Cε2 .

Hence, by (4.1) there are constantsC̃p > Cp such that‖u(t)‖Lp ≤ C̃p for all t > 0.
Concerning the estimates inS, we easily derive

‖Psu(t)‖Lp ≤MCpε
2 + Cε2 + C

∫ ∞

0
(1 + τ−α)e−τωdτ · ε3(C̃p + C̃3p) .

Hence, we easily find a family of constantsC ′
p depending (among other constants)

explicitly onCp, C̃p, andC̃3p, such that‖Psu(t)‖Lp ≤ C ′
p for all t > 0 and for all

p > 1.

4.2 Bounds on the residual

In this subsection, we consider solutionsu of equation (1.1), with initial condition
u(0) = u0 satisfying condition (3.8). We prove a sequence of lemmas establishing
bounds on the approximationψ(t) := εψc(t) + ε2ψs(t) given in (3.11).

In order to prove thatψ is a good approximation ofu, we have to control the
residual ofψ, which is defined by

Res(ψ(t)) := −ψ(t) + etLψ(0) +
∫ t

0
e(t−τ )L(ε2Aψ(τ ) +F(ψ(τ )))dτ + ε2WL(t) .

(4.6)
First we establish some bounds on our approximationψs from (3.11).
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Lemma 4.3 Let Assumptions 3.1, 3.2, 3.3, and 3.4 be satisfied and fix some time
T0 > 0. Moreover, consider an initial conditionu0 fulfilling (3.8). Then for every
p ≥ 1 there exists a constantCp such that

E
(

sup
T∈[0,T0]

‖a(T )‖p
)

= E
(

sup
t∈[0,T0ε−2]

‖ψc(t)‖p
)
≤ Cp .

Moreover, for everyp ≥ 1 andκ > 0, there exists a constantC depending onp
andκ such that

E
(

sup
t∈[0,T0ε−2]

‖ψs(t)‖p
)
≤ Cε−κ .

Again Chebychev inequality immediately yields the following corollary.

Corollary 4.4 Under the conditions of the previous theorem. For allκ > 0, T0 >
0 andp ≥ 1 there is a constantC > 0 such that

P
(
‖ψc(t)‖ ≤ ε−κ and‖ψs(t)‖ ≤ ε−κ for all t ∈ [0, T0ε

−2]
)
≥ 1− Cεp .

Proof. Define the norm inLp(Ω, L∞([0, T0ε
−2], X)) by

‖ψ‖Lp(L∞) :=
(
E sup
t∈[0,T0ε−2]

‖ψ(t)‖p
)1/p

, (4.7)

and similarly for functions depending on the slow time-scale, where the supremum
is taken overT ∈ [0, T0]. From the boundedness of the semigroup generated byL
we get

‖ψs‖Lp(L∞) ≤Mε−2‖Psu0‖Lp + ‖PsWL‖Lp(L∞) ,

where, by assumption (3.8), one has‖Psu0‖Lp ≤ Cε2. Moreover, the bound
‖PsWL‖Lp(L∞) ≤ Cε−κ/p is given by standard arguments using for instance the
factorisation method of Da Prato and Zabczyk [DPZ92]. This implies the second
assertion.

For the first assertion defineb = a − β−1 depending on the slow time-scale,
whereβ−1(T ) =

∫ T
0 e−(T−s)dβ(s). It is easy to check thatb is differentiable with

∂T b = Ac(b+ β−1) + Fc(b+ β−1) + β−1 .

By standard arguments,‖β−1‖Lp(L∞) ≤ C where the constant depends onT0 and
p. Using (3.5) andAc ∈ L(N )

∂T ‖b‖2 ≤ C‖b‖2 + 2〈Fc(b+ β−1), b〉+ C‖β−1‖2

≤ C‖b‖2 + C(1 + ‖β−1‖2)2 .
(4.8)

Gronwall’s inequality yields fort ∈ [0, T0]

‖b(T )‖2 ≤ eCT ‖a0‖2 + C

∫ T

0
eC(T−τ )(1 + ‖β(τ )‖2)2dτ .
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Taking theLp/2(L∞)-norm and using (3.8) implies

‖b‖2
Lp(L∞) ≤ eCT0‖a0‖2

Lp + C ≤ C .

Hence,
‖a‖Lp(L∞) ≤ ‖b‖Lp(L∞) + ‖β−1‖Lp(L∞) ≤ C ,

which concludes the proof of Lemma 4.3.

Note that the constants in the previous proof grow exponentially inT0. To avoid
this we could use the method of the following lemmas to obtain a logarithmic
growth rate instead.

If we do not consider the supremum under the expectation, then the bound is
uniform in T or t, as shown in the following lemma. Moreover, fora, the strong
dissipativity properties of the cubic nonlinearity allows one to prove a slightly
stronger result, where the bound is independent of the initial condition.

Lemma 4.5 Let Assumptions 3.1, 3.2, 3.3, and 3.4 hold and fix some timeT0 > 0
and somep ≥ 1. Then there is a constantC > 0 such that for any solutiona of
(3.9)

sup
T≥T0

E‖a(T )‖p ≤ C ,

uniformly in the initial conditiona(0), provided‖a(0)‖ <∞ almost surely.
Moreover, for any initial conditionu0 fulfilling (3.8), we obtain for anyp ≥ 1

sup
t≥0

E‖ψs(t)‖p + sup
T>0

E‖a(T )‖p < C ′
p ,

with constants depending on the family{Cp}, but independent ofε andu0.

Proof. Using (3.4) we obtain for anyb ∈ X with ‖b‖ = 1 that

〈Fc(b), b〉 ≤ Kδ2 − δ ≤ −δ/2

for sufficiently smallδ > 0. Hence, asF is trilinear〈Fc(b), b〉 ≤ − δ
2‖b‖

4. Using
(4.8) and defining as beforeb = a− β−1, we thus get the differential inequality

∂T ‖b‖2 ≤ − δ
2‖b‖

4 + Cδ(1 + ‖β−1‖2)2 , (4.9)

for some constant depending explicitly onδ.
Define nowK2

β(T0) = supT∈[0,T0] Cδ(1+‖β−1(T )‖2)2. Hence, forT ∈ [0, T0]

we get ∂T ‖b‖2 ≤ − δ
2‖b‖

4 + K2
β(T0), and we either obtain‖b‖2 ≤ 4K2

β/δ,

or ‖b‖2 is strictly decreasing with∂T ‖b‖2 ≤ − δ
4‖b‖

4. Thus‖b‖2 ≤ 4/(δT +
(4/‖b(0)‖2)) ≤ 4/(Tδ). Finally, for anyT ∈ [0, T0]

‖a(T )‖ ≤ max
{ 4
Tδ

;
4K2

β(T0)

δ

}1/2
+ ‖β−1(T )‖ .
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Hence,‖a(T0)‖Lp ≤ C(T0, p), with constant independent ofa(0). This immedi-
ately implies the claim.

For the second part, the bound ona follows in a similar way than in the first
part. The bound onψs is straightforward, since‖PsWL(t)‖Lp ≤ C uniformly in
t ≥ 0.

The following lemma now gives a bound on the residual.

Lemma 4.6 Let Assumptions 3.1, 3.2, 3.3, and 3.4 be satisfied. Moreover, consider
an initial conditionu0 fulfilling (3.8). Then for allT0 > 0, p > 1, andκ > 0 there
is a constantC > 0 depending explicitly onp such that

E
(

sup
t∈[0,T0ε−2]

‖PsRes(ψ(t))‖p
)
≤ Cε2p(1−κ) ,

holds for allε < 1.

Proof. From (4.6) and the definition ofψs,

PsRes(ψ(t)) =
∫ t

0
e(t−τ )LPs(ε2Aψ(τ ) + F(ψ(τ ))) dτ .

SinceA andF are bounded fromX to Y , we obtain

‖PsRes(ψ(t))‖ ≤ C

∫ t

0
(1 + (t− τ )−α)e−(t−τ )ω(ε2‖ψ(τ )‖+ ‖ψ(τ )‖3) dτ .

Therefore

‖PsRes(ψ(t))‖Lp(L∞) ≤ C

∫ ∞

0
(1 + τ−α)e−τω dτ

(
ε2‖ψ‖Lp(L∞) + ‖ψ‖3

L3p(L∞)

)
,

and the claim follows from Theorem 4.3.

Lemma 4.7 Suppose Assumptions 3.1, 3.2, 3.3, and 3.4 are satisfied. Moreover,
consider initial conditionu0 as in (3.8). For everyT0 > 0, everyp > 0, and every
κ > 0, there exists a constantCRes > 0 depending explicitly onp such that, for
everyε ∈ (0, 1), the residualPcRes(ψ(t)) satisfies the bound

E
(

sup
t∈[0,T0ε−2]

‖PcRes(ψ(t))‖p
)
≤ CResε

3p(1−κ) . (4.10)

Furthermore, the residual is differentiable int, i.e.PcRes(ψ) ∈ C1([0, T0ε
−2],N )

P-almost surely.

Proof. Throughout this proof, we will say that a stochastic process{X(t)}t≥0 is
O(εn−) (or of orderεn−) if for all p ≥ 1 andκ > 0 there is a constant such that
‖X‖Lp(L∞) ≤ Cεn−κ, and similarly for functions on the slow time-scaleT . With
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this notation we know by Lemma 4.3 thatψs is of orderε0−, butψc is of order1
or ε0.

Now (4.6) and (3.9) implies

PcRes(ψ(t)) = ε4
∫ t

0
(Acψs+3Fc(ψc, ψc, ψs)+3εFc(ψc, ψs, ψs)+ε2Fc(ψs)) dτ .

(4.11)
Note first that by definitionψc andψs are at least continuous in time. Moreover,
sinceAc andFc are continuous, it is obvious that the integrand is inC0([0, T0ε

−2],N ).
Hence,PcRes(ψ) is differentiable.

To bound (4.11) note first that by Assumption 3.3 and Lemma 4.3, the two last
terms are of orderε3− andε4−, respectively.

Using the definition ofψs from (3.10), we obtain for the first term∫ t

0
Acψs dτ =

∫ t

0
Ace

τLψs(0) dτ +
∫ t

0
Ac

∫ τ

0
e(τ−η)LPsQdW (η) dτ

= AcL
−1
s (I − etL)ψs(0) +AcL

−1
s PsQ(W (t)−WL(t)) ,

by using a stochastic Fubini theorem. Since any finite-dimensional projection of
the cylindrical Wiener processW (thus in particularAcL−1

s PsQW ) is of order
ε−1−, all of the above terms are of orderε3− or even smaller. Note that, by Theo-
rem 4.1,ψs(0) is of order1.

We expand the remaining term in (4.11) as

ε4
∫ t

0
Fc(a(ε2τ ), a(ε2τ ), ψs(τ )) dτ = ε2

∫ T

0
Fc(a(τ ), a(τ ), eτε

−2Lψs(0)) dτ

+ ε2
∫ T

0
Fc(a(τ ), a(τ ),WL(τε−2)) dτ =: I1(T ) + I2(T ) .

Now for the first term

‖I1(T )‖ ≤ Cε2‖ψs(0)‖ ·
(

sup
τ∈[0,T ]

‖a(τ )‖2
)
·
∫ T

0
e−τε

−2ω dτ = O(ε4−) .

Hence,‖I1‖Lp(L∞) ≤ Cε4−κ.
In order to bound the second term, let us define the linear operator

Ba(τ ) : X → N by Ba(τ )u = Fc(a(τ ), a(τ ), u) . (4.12)

With this notation

I2(T ) law= ε

∫ T

0
Ba(τ )

∫ τ

0
e−Lε

−2(τ−r)PsQdW (r) dτ .

Let us first consider the case whereQ andPc commute. In this case, the process
Ba(·) is independent of the processPsQW (·) and one can decomposeI2 in the
following way:

I2
law= ε

∫ T

0

∫ T0

r
Ba(τ )e−Lε

−2(τ−r)PsQdτ dW (r)
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− ε

∫ T0

T
Ba(τ )

∫ T

0
e−Lε

−2(τ−r)PsQdW (r) dτ =: I3(T )− I4(T ) .

SinceI3 is a martingale, the Burkholder–Davis–Gundy inequality (seee.g.section
IV.4 of [RY99]) yields

E
(

sup
T∈[0,T0]

‖I3(T )‖p
)
≤ CpE

(∫ T0

0
‖B̃(r)‖2

L0
2
dr

)p/2
, (4.13)

where we defined the process̃B ∈ C0([0, T0],L(X,N )) by

B̃(r) = ε

∫ T0

r
Ba(τ )e−Lε

−2(τ−T )PsQdτ .

Moreover, we denote byL0
2 the space of Hilbert-Schmidt operators with norm

‖B̃‖2
L0

2
= tr(B̃B̃∗), where as usual̃B∗ denotes the adjoint operator ofB̃.

By Assumption 3.1,‖e−Lε−2(τ−T )Ps‖ ≤ Ce−wε
−2(τ−T ), and therefore

sup
T∈[0,T0]

‖B̃(r)‖L0
2
≤ Cε3 · sup

r∈[0,T0]
‖Ba(r)‖L(X,N ) ,

where we used that tr(̃BB̃∗) ≤ C‖B̃‖L(X,N ) due to the fact that̃BB̃∗ ∈ L(N ,N )
is just a matrix.

Combining this with Lemma 4.3, (4.12) and (4.13), we eventually get

E
(

sup
T∈[0,T0]

|I3(T )|p
)
≤ Cpε

3p . (4.14)

In order to boundI4, we write it as

I4(T ) = ε2
∫ T0

T
Ba(τ )e−Lε

−2(τ−T )PsWL(ε−2τ ) dτ .

Since‖PsWL‖L(L∞) ≤ Cε−κ (see the proof of Lemma 4.3), it follows immedi-
ately from Assumption 3.1 thatI4 isO(ε4−). This finishes the proof of the lemma
for this case.

It remains to boundI2 in the case whenQ andPc do not commute. SinceBa(τ )
is a semimartingale with respect toPcQW (τ ), we definePq as the orthogonal
projection on the cokernel ofPcQ, which is the orthogonal complement of kerPcQ
in X. This projector is of rank at mostn = dimN and is such thatBa(·) is
independent of theσ-field generated by the increments ofQ(1− Pq)W (·). We can
therefore apply the previous calculation to this part and it remains to bound

Ĩ2(T ) = ε

∫ T

0
Ba(τ )

∫ τ

0
e−Lε

−2(τ−r)PsQPq dW (r) dτ .

SinceBa is a bilinear map applied to (a, a) andPq has finite rank, we can rewrite
Ĩ2 as

Ĩ2(T ) = εB
∫ T

0
a(τ )⊗ a(τ )⊗

(∫ τ

0
e−Mε−2(τ−r) ⊗ dw(r)

)
dτ , (4.15)
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whereM is now a matrix,w is a Wiener process of finite dimension, saym, andB
is a finite-dimensional linear map. Moreover, we identifyN with Rn. We use this
notation in order to avoid using multiple indices.

SinceB is constant and of bounded norm, we make a slight abuse of notation
and omit it in the sequel. It is possible to choosew in such a way thata satisfies
the equation

da(τ ) = (Aca(τ ) + Fc(a(τ ))) dτ + Q̃ dw(τ ) = G(a) dτ + Q̃ dw(τ ) , (4.16)

for some matrixQ̃ ∈ Rn×m. In particular, the processa is adapted to the filtration
generated byw. In order to simplify the subsequent expressions further, we write
S (ε)
t for e−Mε−2t, and we define the process

wM (T ) =
∫ T

0
S (ε)
T−s ⊗ dw(s) , (4.17)

which is easily seen to be of orderO(ε1−). This is for example done by rescaling
to the fast time-scale, and using the analog for the bound onPsWL(t).

In order to bound (4.15), we would like to exchange the order of integration.
The problem is that the integrand for the stochastic integral is then no longer
adapted. We will therefore interpret all the stochastic integrals appearing until
the end of this proof as Skorokhod integrals (see [Nua95] for example). We will
mainly make use of the following property of the Skorokhod integral, whereDt

denotes the Malliavin derivative of a random variable. We formulate only the one-
dimensional version, the finite-dimensional generalisation being obvious.

Lemma 4.8 Let β be a Brownian motion,u a Skorokhod integrable process, and
let a be a random variable with square integrable Malliavin derivative. Then

a

∫ T

0
u(t) dβ(t) =

∫ T

0
a u(t) dβ(t) +

∫ T

0
Dta u(t) dt (4.18)

holds.

Proof. The proof of this lemma can be found in [Nua95, p. 40].

For shortness of presentation, we do not give a detailed definition of Malliavin
derivatives. The only Malliavin derivative required in this paper is that of the pro-
cessa, which is denoted byDta(τ ). Sincea takes values inN andw takes values
in Rm, Dta(τ ) will take values inRm⊗N , which we also identify withL(Rm,N ).
With this identification made,Dta(τ )v is given, for eachv ∈ Rm, as the solution
to the random differential equation

dDta(τ )v
dτ

= DG(a(τ )) Dta(τ )v , Dta(t)v = Q̃v . (4.19)

(If t ≥ τ , thenDta(τ ) = 0.) Formally, (4.19) is obtained by making the substitu-
tion dw(τ ) 7→ dw + h δ(τ − t) dτ in (4.16) and then differentiating the resulting
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process with respect toh and evaluating it ath = 0. For a general and rigorous
definition of the Malliavin derivative, we refer to [Mal97, Nua95].

ObviouslyDG(a)v = Acv + 3Fc(a, a, v). Hence, using the bound onAc and
condition (3.4), we derive using a standard Gronwall argument, that one has for
t ≤ τ the bound

‖Dta(τ )‖ ≤ ‖Q̃‖e‖Ac‖(τ−t) , (4.20)

where all norms are the corresponding matrix normse.g.in Rn×m.
Another ingredient for bounding̃I2 is the following modification of the Burkholder–

Davis–Gundy inequality:

Lemma 4.9 Letw(t) andS (ε)
t be as above, and letZ(s) be a real-valued continu-

ous adapted process whoseL2-norm has moments of all orders. Then, the following
bound holds for everyε > 0 and for everyp ≥ 1:

E sup
t∈[0,T ]

∥∥∥∫ t

0
Z(s)S (ε)

t−s ⊗ dw(s)
∥∥∥p ≤ CpE

(∫ T

0
|Z(s)|2 ds

)p/2
, (4.21)

where the constantCp > 0 is independent ofε.

Proof. Using integration by parts, we get∫ t

0
Z(s)S (ε)

t−s ⊗ dw(s) = Id⊗
∫ t

0
Z(s) dw(s)

+ ε−2M

∫ t

0
S (ε)
t−s ⊗

∫ s

0
Z(r) dw(r) ds .

It now suffices to apply Burkholder–Davis–Gundy to
∫ t
0 Z(s) dw(s) and to use the

fact thatS (ε)
t is a contraction semigroup,i.e.a bound like (3.1) holds. Hence∫ t

0
‖S (ε)

t−s‖ ds ≤M

∫ t

0
e−ωε

−2(t−s) ds ≤ Cε2 , (4.22)

and the estimate (4.21) follows.

Let us now finally turn to the bound oñI2(T ). Using (4.18) and the stochastic
Fubini theorem (seee.g. [Leó93] for a quite general version that also applies to
Hilbert spaces) we can rewrite it as

Ĩ2(T ) = ε

∫ T

0

∫ τ

0
[a(τ )⊗ a(τ )− a(s)⊗ a(s)]⊗ S (ε)

τ−s ⊗ dw(s) dτ (4.23a)

+ ε

∫ T

0
a(s)⊗ a(s)⊗

∫ T

s
S (ε)
τ−s dτ ⊗ dw(s) (4.23b)

+ 2ε
∫ T

0

∫ τ

0
a(τ )⊗Dsa(τ )⊗ S (ε)

τ−s ds dτ . (4.23c)

Term (4.23c) is seen to be of orderε3 by using (4.20) and Lemma 4.3. Term (4.23b)
can be bounded by first computing the inner integral explicitly, which gives an
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additionalε2 from integratingS (ε)
t , and then applying Lemma 4.9 to the remaining

terms. So it remains to bound the first term (4.23a). By Itô’s formula, we have for
some constant matrixC, which depends only on the covariance matrixQ̃, that

a(τ )⊗ a(τ )− a(s)⊗ a(s) = 2
∫ τ

s
a(r)⊗ G(a(r)) dr

+ (τ − s)C + 2
∫ τ

s
a(r)⊗ Q̃ dw(r) .

The term induced by (τ − s)C can easily be bounded byO(ε3), using (4.22). So
we focus on the two remaining terms which we denote byJ1 andJ2. For the first
one, we get, by applying again the stochastic Fubini theorem and (4.18):

J1(T ) = 2ε
∫ T

0

∫ τ

0

∫ τ

s
a(r)⊗ G(a(r)) dr ⊗ S (ε)

τ−r ⊗ dw(s) dτ

= 2ε
∫ T

0

∫ τ

0
a(r)⊗ G(a(r))⊗ S (ε)

τ−rwM (r) dr dτ

+ ε

∫ T

0

∫ τ

0

∫ r

0
Dsa(r)⊗ G(a(r))⊗ S (ε)

τ−sds dr dτ

+ ε

∫ T

0

∫ τ

0

∫ r

0
a(r)⊗DG(a(r)) Dsa(r)⊗ S (ε)

τ−sds dr dτ .

All these terms are easily bounded byO(ε3), using Lemma 4.3 fora, Assumptions
3.2 and 3.3 forG, (4.22) for producingε2, and the discussion after (4.17) showing
thatwM = O(ε1−).

The termJ2 is defined as

J2(T ) = 2ε
∫ T

0

∫ τ

0

∫ τ

s
a(r)⊗ Q̃ dw(r)⊗ S (ε)

τ−s ⊗ dw(s) dτ .

Changing the order of the integration and computing explicitly the integral overdτ
yields

J2(T ) = 2ε3
∫ T

0

∫ r

0
a(r)⊗M−1S (ε)

r−s(S
(ε)
T−r − Id)⊗ dw(s)⊗ Q̃ dw(r) .

At this point, we again use (4.18) in order to “pull”a out of the inner integral. This
yields

J2(T ) = 2ε3
∫ T

0
a(r)⊗M−1(S (ε)

T−r − Id)wM (r)⊗ Q̃ dw(r)

+ 2ε3
∫ T

0

∫ r

0
Dsa(r)⊗M−1S (ε)

r−s ds (S (ε)
T−r − Id)⊗ Q̃ dw(r) .

Both terms are at most of orderO(ε3) by Lemma 4.9 and the fact thata, Dta, S (ε)
t ,

wM are all of order1 or better, therefore concluding the proof of Lemma 4.7.



PROOF OF THEAPPROXIMATION RESULT 21

4.3 Approximation

In this subsection, we use the bounds previously obtained for the residual to give
the proofs of Theorem 3.8 and Corollary 3.9. Recall that this theorem states that
ψ(t) does indeed approximateu(t) up to errors of orderO(ε3−), whereu is a
solution of the original SPDE (3.7) with initial conditions satisfying thea priori
bounds (3.8).

Proof of Theorem 3.8.For shorthand notation, we defineR(t) by u(t) = εψc(t) +
ε2ψs(t) + ε3R(t). Note that by definition (cf. (3.11)) we haveR(0) = 0.

Define for some arbitraryκ ∈ (0, 1
4 ) andT0 > 0 the eventA by

A :=
{

sup
t∈[0,T0ε−2]

(
‖ψs(t)‖+ ‖ψc(t)‖+ ε−3‖Resc(ψ(t))‖

+ ε−2‖Ress(ψ(t))‖
)
≤ ε−κ

}
.

(4.24)

We know by Lemmas 4.3, 4.6, and 4.7 thatP(A) ≥ 1 − Cεp. Now all we have to
verify is that that supt∈[0,T0ε−2] ‖R(t)‖ ≤ Cε−κ onA.

LetRc = PcR,Rs = PsR and define the stopping timeτe by

τe = inf{t > 0 : ‖R(t)‖ ≥ ε−1/2} .

One obtains from (3.7) and (4.6)

R(t) = ε−3Res(ψ(t)) + ε2
∫ t

0
e(t−τ )LAR(τ ) dτ

+ ε−3
∫ t

0
e(t−τ )L(F(u(τ ))−F(ψ(τ ))) dτ .

(4.25)

SinceF is trilinear andu = ψ + ε3R, we have by Assumption 3.3

‖F(u)−F(ψ)‖X−α ≤ CF ε
5(3‖ε−1ψ‖2‖R‖+ 3ε2‖ε−1ψ‖‖R‖2 + ε4‖R‖3) .

For t < τe, we thus obtain onA

‖Rs(t)‖ ≤ CResε
−κ + C

∫ tε

0
(1 + (tε − τ )−α)e−(tε−τ )ω(CAε3/2 + CFCε)) dτ

≤ Cε−κ .

Since, by Lemma 4.7, Resc(ψ(t)) is differentiable, we get from (4.25)

∂tRc = ε2AcRc + ε−3Resc(ψ(t)) + Fc(ψc + εψs + ε2R)−Fc(ψc + εψs) .

In order to boundRc, we define as in (4.12) theL(N ,N )-valued processBa(T )
by Ba(T )v = 3Fc(a(T ), a(T ), v), and we setR̃c(T ) = Rc(ε2T ), whereR̃c lives
on the slow time-scale. With these notations we get

∂T R̃c(T ) = (Ac +Ba(T ))R̃c(T ) + ε−3∂T (Resc(ψ(ε−2T ))) +K(T ) , (4.26)
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where we defined

ε2K(T ) = Fc(ψc + εψs + ε2R)−Fc(ψc + εψs)− 3Fc(ψc, ψc, ε2Rc).

Now an elementary calculation shows thatK contains all terms fromF(u) that are
of higher order. Hence, we obtain onA that

‖K(T )‖ ≤ CT0ε
1/2−2κ for T ∈ [0, T0] ∩ [0, τeε2]. (4.27)

To boundRc or R̃c we will discuss (4.26) further. First defineU (T, S) ∈ L(N ,N )
as the flow generated byAc +Ba(T ), i.e. the solution of

∂TU (T, S) = (Ac +Ba(T ))U (T, S) , U (S, S) = I .

To boundU note first that obviouslyAc ∈ L(N ,N ) and 〈w,Ba(T )w〉 < 0
by (3.4). Hence〈w, (Ac + Ba(T ))w〉 ≤ ‖Ac‖L(N )‖u‖2 for all w ∈ N . Us-
ing a standard Gronwall argument, this immediately implies‖U (T, S)‖L(N ) ≤
exp(‖Ac‖L(N )(T − S)). Moreover, solving (4.26) with the help of the variation of
constants formula yields

R̃c(T ) = ε−3
∫ T

0
U (T, S)∂S(Resc(ψ(ε−2S))) dS +

∫ T

0
U (T, S)K(S) dS .

(4.28)
By (4.27) the second term on the right-hand side in (4.28) is bounded by∥∥∥∫ T

0
U (T, S)K(S) dS

∥∥∥ ≤ CT0ε
1/2−2κ ≤ CT0 . (4.29)

In order to bound the first term in (4.28), we integrate by parts:∫ T

0
U (T, S)∂S(Resc(ψ(ε−2S))) dS = Resc(ψ(ε−2T ))− U (T, 0)Resc(ψ(0))

+
∫ T

0
U (T, S)(Ac +Ba(S))Resc(ψ(ε−2S)) dS .

Combining Lemma 4.7 with our bounds forA, Ba, andU , we bound the latter by
CT ε

−κ.
We have shown that‖R(t)‖ ≤ Cε−κ for t < min{τe, ε−2T0}. By the continu-

ity of the process‖R(t)‖ and the definition ofτe, this implies thatτe ≥ ε−2T0 on
A for ε > 0 sufficiently small, so the proof of Theorem 3.8 is complete.

Proof of Corollary 3.9.Recall the notation‖ · ‖Lp(L∞) introduced in (4.7). Using
(3.8) and Lemma 4.3 we readily obtain the followinga priori bound.

‖R‖Lp(L∞) ≤ ε−3‖u‖Lp(L∞) + ε−3‖ψ‖Lp(L∞) ≤ Cε−2.

DefineRp = supt∈[0,T0ε−2] ‖R(t)‖p. Using Theorem 3.8 with6p+ 4 instead ofp,
we easily derive

ERp =
∫
{Rp≥Cε3p−κ}

RpdP + Cε3p−κ
∫
{Rp<Cε3p−κ}

dP
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≤ P(Rp ≥ Cε3p−κ)1/2 · (ER2
p)

1/2 + Cε3p−κ

≤ Cε3p+2ε−2 + Cε3p−κ ,

which concludes the proof of Corollary 3.9.

5 Structure of the Invariant Measures

In this section, we consider the approximation to the original equation on the slow
time-scale and we rescale its amplitude by a factorε−1. In other words, we consider
for the approximation the solutions of

dvc = Acvc dT + Fc(vc) dT + PcQdW̃ (T ) , (5.1a)

dvs = ε−2Lvs dT + PsQdW̃ (T ) , (5.1b)

whereW̃ is the rescaled Wiener process, with the same distribution asW . We
rewrite the original equation (1.1) in a similar way as

dũ = ε−2Lũ dT +Aũ dT + F(ũ) dT +QdW̃ (T ) , (5.2)

whereũ(T ) = ε−1u(ε−2T ) is the rescaled solutionu.
We denote byPT the Markov semigroup generated by the solutions of (5.1) and

by QT the one generated by (5.2). (We make a slight abuse of notation by using
the same symbol for the semigroup acting on measures and its dual group acting
on functions.) Since (5.1a) and (5.1b) are only coupled through the noise, they
can also be considered separately and we denote byPcT andPsT the corresponding
semigroups.

Since we rescaled the equations in such a way that solutions are of order1
and no longer of orderε, it will follow that the Wasserstein distance (5.6) between
the invariant measures forQT and forPT is of orderO(ε2−). A straightforward
modification of the arguments presented here also allows to show that this distance
is of orderO(ε3−) in the original scaling. We however prefer to prove the result
in this scaling for simplicity of presentation, as now a lot of terms are actually
independent ofε.

The main results are the following. The first result basically says thatPT is (up
to small errors) a contraction uniform inε. Precise definitions and properties of the
Wasserstein (‖ · ‖L) and other distances of probability measures will be given after
the theorems.

Theorem 5.1 Let the assumptions of section 3 hold. There exists aT0 > 0 such
that

‖PT0µ− PT0ν‖L ≤
1
2
‖µ− ν‖L + ε2

∫
X

(1 + ‖Psx‖)(µ+ ν)(dx) ,

for every pairµ, ν of probability measures onX and for everyε ∈ (0, 1).
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The next result gives the expansion of the invariant measure. Important is the
following bound on moments of some measureµ, which is necessary to apply the
results of the previous sections.

Let Cp be a sequence of positive constants indexed byp ≥ 1 and letµ be a
measure onX satisfying∫

X
‖x‖p µ(dx) < Cp and

∫
X
‖Psx‖p µ(dx) < Cpε

p (5.3)

for all p ≥ 1.

Theorem 5.2 Suppose all assumptions of section 3 are satisfied. Letµ andν be
two measures onX satisfying (5.3). Then, there exist constantsC, C?, andγ > 0
depending only on the family{Cp} such that

‖PTµ−QT ν‖L ≤ Ce−γT ‖µ− ν‖L + C?ε
2−κ (5.4)

holds for everyT > 0 and everyε ∈ (0, 1). In particular, if µ? and ν? denote
invariant measures forPT andQT , respectively, one has‖µ? − ν?‖L ≤ C?ε

2−κ.

It is clear that, in the case wherePc andL commute, we have independence of the
solutions of (5.1a) and (5.1b). Hence,

µ? = µc? ⊗ µs? , (5.5)

whereµc? is the invariant measure for (5.1a) andµs? is the invariant measure for
(5.1b). Due to the structure of the equation, it is furthermore obvious that one
always hasP ∗

c µ? = µc? andP ∗
s µ? = µs?. However, there is in general no reason for

(5.5) to hold ifPc andL do not commute.
In subsection 5.2, we show that, even ifPc andL do not commute, the equality

(5.5) holds up to an error term of orderε2−κ for arbitrarily smallκ. This is a
consequence of the fact that (5.1a) and (5.1b) live on different time-scales. It is
nevertheless rather surprising that the error is roughly of orderε2, since (5.1b)
needs a time of the orderε2 to reach equilibrium, but in this time interval (5.1a)
moves by an amount of orderε, due to the presence of the diffusion term. The
rigorous statement of this result is:

Theorem 5.3 Let the assumptions of section 3 hold. Then, for everyκ > 0, there
exists a constantC such that

‖µ? − µc? ⊗ µs?‖L ≤ Cε2−κ

for all ε ∈ (0, 1), whereµ? is the invariant measure for the approximating equation
(5.1). Moreover,P ∗

c µ? = µc? andP ∗
s µ? = µs? are the marginals ofµ? onN andS.

Before we proceed, we first recall definitions and properties of the norms on the
space of signed measures onX, which are used in the statement above, and the
proofs below.
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Given a measurable functionϕ : X → R, we define its Lipschitz norm‖ϕ‖L

by

‖ϕ‖L = sup
x,y∈X

{
|ϕ(x)| ,

|ϕ(x)− ϕ(y)|
‖x− y‖

}
.

We will also be led to consider function with bounded Lipschitz norm in the stable
directions. We therefore define in a similar way

‖ϕ‖L,s = sup
x,y∈X |Pcx=Pcy

{
|ϕ(x)| ,

|ϕ(x)− ϕ(y)|
‖Psx− Psy‖

}
.

These two norms induce corresponding norms on the space of signed measures on
X. The Wasserstein distance is defined by

‖µ− ν‖L = sup
‖ϕ‖L≤1

∣∣∣∫
X
ϕ(x)µ(dx)−

∫
X
ϕ(x) ν(dx)

∣∣∣ , (5.6)

and we define‖µ − ν‖L,s in a similar way. Recall also that the total variation
distance between two measures onX is given by

‖µ− ν‖TV = sup
‖ϕ‖∞≤1

∣∣∣∫
X
ϕ(x)µ(dx)−

∫
X
ϕ(x) ν(dx)

∣∣∣ ,

where‖ϕ‖∞ = supx∈X |ϕ(x)|. Note that these definitions imply

‖µ− ν‖L ≤ ‖µ− ν‖L,s ≤ ‖µ− ν‖TV .

We will sometimes use the following equivalent definition of the total variation
distance. Denote byC (µ, ν) the set of all couplings ofµ andν, i.e. the set of all
probability measuresP on the product spaceX ×Xsuch that the first marginal of
P is equal toµ and its second marginal is equal toν. Then, one has

1
2‖µ− ν‖TV = inf

P∈C (µ,ν)
P{x 6= y} .

Furthermore, there exists one coupling that realises the infimum.
The Monge–Kantorovitch theorem (seee.g.[RR00]) yields a similar represen-

tation for the Wasserstein distance:

1
2‖µ− ν‖L = inf

P∈C (µ,ν)

∫
X

∫
X

inf{‖x− y‖, 1}P(dx, dy) . (5.7)

In particular, an inequality holds if the integrand on the right hand side is taken to
be‖x− y‖.



STRUCTURE OF THEINVARIANT MEASURES 26

5.1 Proofs

We now proceed to the proofs of Theorem 5.1 and Theorem 5.2, which will be
broken into several steps. First, we show the following “smoothing property” of
PT .

Lemma 5.4 There exists a constantK independent ofε such that, for everyT > 0,
one has

‖PTµ− PT ν‖L,s ≤ K(T−
1
2 + 1)‖µ− ν‖L ,

for every pairµ, ν of probability measures onX.

Proof. Since we assumed thatPcQ has maximal rank, we can rewrite (5.1) using
the projectionPq that was defined in the proof of Lemma 4.7. We obtain:

dvc = Acvc dT + Fc(vc) dT +Qc dw(T ) ,

dvs = ε−2Lvs dT +Qs dw(T ) + Q̃sdw∞(T ) ,
(5.8)

wherew is a standardn-dimensional Wiener process obtained fromW by w =
PqW , w∞ is an independent cylindrical Wiener process inX, and the various
covariance operators are given by

Qc = PcQPq , Qs = PsQPq , Q̃s = PsQ(1− Pq) .

The operator,Qc can be identified with an invertiblen × n matrix by Assump-
tion 3.7.

The proof of Lemma 5.4 follows easily from the definition of the norms, if we
verify that for all measurableϕwith ‖ϕ‖L,s ≤ 1 we have‖PTϕ‖L ≤ C(T−1/2+1)
for some universal constantC > 0. In the following we fixϕ.

First, we establish a uniform bound on the Fréchet derivativeDcPTϕ. Denote
byΦT the stochastic flow generated by (5.8),i.e.ΦT (vc(0), vs(0)) = (vc(T ), vs(T ))
for a solution of (5.8). LetΦT

s andΦT
c be its components inS andN , respectively

and denote byDs andDc the Fŕechet derivatives along the subspacesS andN .
Then, a trivial modification of the Bismut–Elworthy–Li formula [EL94, Thm.

2.1] yields

(DcPTϕ)(v0)h =
1
T

E
(
(ϕ ◦ ΦT )(v0)

∫ T

0
〈Q−1

c (DcΦS
c )(v0)h, dw(S)〉

)
,

with v0 = (vc(0), vs(0)) for short. Thus

‖(DcPTϕ)(v0)‖2 ≤ C

T 2

∫ T

0
E‖(DcΦS

c )(v0)‖2 dS ≤ C(T−1 + 1) ,

where we used the uniform bound‖(DcΦT
c )(x)‖ ≤ e‖Ac‖T , that can be obtained

as in (4.20).
The contraction property ofeLt implies ‖(DΦT

s )(v0)‖ ≤ 1 for all v0 ∈ X.
Since‖ϕ‖L,s ≤ 1 by assumption, it is straightforward to verify that this implies
that‖PTϕ‖L,s ≤ C. Together with the estimate onDcPTϕ obtained above, this
concludes the proof of Lemma 5.4.
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It follows immediately from the definitions that‖P ∗
c µ−P ∗

c ν‖TV ≤ ‖µ−ν‖L,s,
whereP ∗

c µ is the marginal ofµ onPcX. Therefore, the previous lemma says that
if two measures are close in the Wasserstein distance‖ · ‖L , then their marginals on
N will be close in the total variation distance after a short time interval. The next
lemma says that they will get even closer as time goes by.

Lemma 5.5 There exists a constantκ < 1 such that

‖Pc1µ− Pc1ν‖TV ≤ κ‖µ− ν‖TV

for every pairµ, ν of probability measures onN .

Proof. Denote byP ct (x, · ) the transition probabilities for (5.1a) and byBr the ball
of radiusr centred around the origin. Using Lemma 4.5 we immediately get

P cT (x,Br) > 1− C(p, T )/rp , (5.9)

where the constant depends only onp andT , i.e. the estimate is uniform inx.
On the other hand, the following Lemma is well-known [MT94]:

Lemma 5.6 Let Pt(x, ·) a Markov family of transition probabilities on a locally
compact state spaceX which is strong Feller and short-time irreducible. Then, for
every compact setK ∈ X and everyt > 0, there exists aδ > 0 and a probability
measureν onX such thatPt(x, ·) ≥ δν for everyx ∈ K.

Since the noise acts in a non-degenerate way onN by Assumption 3.7 it is easy to
check that the familyP ct (x, ·) satisfies the assumptions of Lemma 5.6. Combining
this with the estimate (5.9) concludes the proof of Lemma 5.5.

The last ingredient we need for the proof of Theorem 5.1 is some control on what
happens on the stable spaceS. This is given by

Lemma 5.7 The estimate

‖PTµ− PT ν‖L ≤ ‖P ∗
c µ− P ∗

c ν‖TV +Me−ε
−2ωT

∫
X
‖Psx‖(µ+ ν)(dx)

holds for every pairµ, ν of probability measures onX.

Proof. Let v(1)(0) andv(2)(0) beX-valued random variables with distributionsµ
andν, respectively, and denote byv(1)(T ) andv(2)(T ) the corresponding solutions
to (5.1). With this notation, we can write‖PTµ− PT ν‖L as

‖PTµ− PT ν‖L = sup
‖ϕ‖L≤1

|Eϕ(v(1)(T ))− Eϕ(v(2)(T ))|

≤ sup
‖ϕ‖L≤1

E|ϕ(v(1)(T ))− ϕ(v(2)(T ))| .
(5.10)
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Forϕ with ‖ϕ‖L ≤ 1 rewrite as beforeϕ(v) asϕ(vc, vs). We derive

|ϕ(v(1)(T ))− ϕ(v(2)(T ))| ≤ |ϕ(v(1)
c (T ), v(1)

s (T ))− ϕ(v(1)
c (T ), v(2)

s (T ))|
+ |ϕ(v(1)

c (T ), v(2)
s (T ))− ϕ(v(2)

c (T ), v(2)
s (T ))|

≤Me−ε
−2ωt‖v(1)

s (0)− v(2)
s (0)‖

+ |ϕ(v(1)
c (T ), v(2)

s (T ))− ϕ(v(2)
c (T ), v(2)

s (T ))| ,

where we used (3.1). By the definition of the total variation distance, it is possible
to find a coupling betweenv(1)(0) andv(2)(0) such thatP{v(1)

c (0) 6= v(2)
c (0)} =

1
2‖P

∗
c µ− P ∗

c ν‖TV , and therefore alsoP{v(1)
c (T ) 6= v(2)

c (T )} = 1
2‖P

∗
c µ− P ∗

c ν‖TV .
The claim follows immediately.

We can now turn to the

Proof of Theorem 5.1.Using the fact thatE‖PsWL(t)‖ ≤ C for anyt > 0 and the
contraction property (3.1), we immediately obtain that there exists a constantC1

such that ∫
X
‖Psx‖(PTµ)(dx) ≤ C1

∫
X

(1 + ‖Psx‖)µ(dx) ,

for all t ≥ 0 and all probability measuresµ. One can then find a constantτ > 1
independent ofε ∈ (0, 1] such that

2C1Me−ε
−2τ ≤ ε2 . (5.11)

Furthermore, sinceκ < 1, one can find an integerN > 1 such that2KκN−1 < 1
2 ,

whereK is the constant from Lemma 5.4. ChoosingT0 = N + τ and combining
the three previous lemmas, we obtain

‖PT0µ− PT0ν‖L ≤ ‖P ∗
c PNµ− P ∗

c PNν‖TV +
ε2

C1

∫
X
‖Psx‖PN (µ+ ν)(dx)

≤ κN−1‖P ∗
c P1µ− P ∗

c P1ν‖TV + ε2
∫
X

(1 + ‖Psx‖) (µ+ ν)(dx)

≤ 2KκN−1‖µ− ν‖L + ε2
∫
X

(1 + ‖Psx‖) (µ+ ν)(dx) ,

where we also used that obviouslyP ∗
c PT = PTP ∗

c .

Remark 5.8 It is clear from (5.11) that a far better asymptotic for the rest term
could be achieved, but it is sufficient to establish a bound of orderε2 since our
other error terms will only be of that order.

The remainder of this section is devoted to combining the contraction result from
Theorem 5.1 with the results of the previous section in order to obtain information
on the invariant measure for (1.1) (or equivalently on the invariant measure for the
Markov semigroupQT ). We first reformulate these results in the context of this
section.
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Lemma 5.9 Letµ be a measure onX satisfying the bounds on the moments given
by (5.3). Then, there exists a family of constants{C ′

p} depending on{Cp} but not
onε or µ, such that∫

X
‖x‖p (PTµ)(dx) < C ′

p ,
∫
X
‖Psx‖p (PTµ)(dx) < C ′

pε
p ,∫

X
‖x‖p (QTµ)(dx) < C ′

p ,
∫
X
‖Psx‖p (QTµ)(dx) < C ′

pε
p ,

for everyp ≥ 1 and everyT > 0.

Proof. One part of the proof is just a rescaled version of Theorem 4.1, and the part
for PT is given is Lemma 4.5, where we just have to rescale in one case.

Lemma 5.10 Let µ be a measure onX satisfying (5.3). Then, for everyT > 0,
there exists a constantCa depending onT0 and on the family of constants{Cp},
such that for allT ∈ [0, T0]

‖PTµ−QTµ‖L ≤ Caε
2−κ ,

holds for everyε ∈ (0, 1) and everyT ≤ T0.

Proof. This is just a restatement of Corollary 3.9.

We are now ready to turn to the

Proof of Theorem 5.2.We fix once and for all the valueT0 > 0 given by Theo-
rem 5.1 and we choose two measuresµ andν satisfying (5.3). Combining Theo-
rem 5.1 with Lemmas 5.9 and 5.10 obtained above, we get for an arbitrary integer
n:

‖PnT0
µ−Qn

T0
ν‖L ≤ ‖PT0(Pn−1

T0
µ−Qn−1

T0
ν)‖L + ‖(PT0 −QT0)Qn−1

T0
ν‖L

≤ 1
2
‖Pn−1

T0
µ−Qn−1

T0
ν‖L + Cbε

2 + Caε
2−κ .

Iterating this estimate, one readily obtains by Lemma 5.4 that, for anyτ ∈ [0, T0]

‖PnT0+τµ−QnT0+τν‖L ≤
1

2n−1
‖Pτ+T0µ−Qτ+T0ν‖L + 2Cbε2 + 2Caε2−κ

≤ 1
2n−1

K(T−1/2
0 + 1)‖µ− ν‖L + C?ε

2−κ ,

with C? = 2(Ca + Cb). Choosingγ = log2
T0

, (5.4) follows easily.
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5.2 The non-diagonal case

This section is dedicated to the

Proof of Theorem 5.3.Denote byPT (u, · ) the transition probabilities for (5.1).
The idea of the proof is to use the fact that, on small time-scales, the drift term
for (5.1a) is not important and thereforePT (u, · ) is close to a Gaussian measure
with meaneε

−2LTu and with covariance operator

C̃T =
∫ T

0
eε
−2LrQ2eε

−2L∗r dr , (5.12)

whereL∗ denotes the adjoint ofL inX. Denote byP̃T (u, · ) the Gaussian measure
onX with meanPcu and covariance operator̃CT . We then have

Lemma 5.11 Fix an arbitrary κ > 0 and fixTε = ε2−κ. Then, there exists a
constantC > 0 independent ofε such that the measureµT , defined by

µT ( · ) =
∫
N
P̃T (u, · )µc?(du) =

∫
X
P̃T (u, · )µ?(du) , (5.13)

satisfies‖µTε − µ?‖L ≤ Cε2−κ.

Proof. As µ?( · ) =
∫
X PT (u, · )µ?(du), it suffices to show that∫

X
‖P̃T (u, · )− PT (u, · )‖L µ?(du) ≤ Cε2−κ .

We first show that there exists a constantC > 0 such that, for allT > 0, we have∫
X
‖P̂T (u, · )− PT (u, · )‖L µ?(du) ≤ CT , (5.14)

with P̂T (u, · ) the Gaussian measure of meaneε
−2LTu and covariancẽCT given by

(5.12).
Let (vc, vs) be a stationary solution of the approximating equations (5.1) with

initial condition v. ThenPT (v, · ) is given by the law of this solution. Since
P̂T (v, · ) corresponds to the dynamics without drift inN , we can choose the pro-
cess (vc(0)+PcQW̃ , vs) to realiseP̂T (v, · ). Now one has by the definition of‖·‖L

the bound∫
X
‖P̂T (v, · )− PT (v, · )‖L µ?(dv) ≤ E

∫ T

0
C(1 + ‖vc(t)‖3) dt ,

where we used (5.1a) and straightforward estimates. Since the invariant measure
µ? has all moments bounded of orderO(1) by the rescaled version of Lemma 4.1,
the bound (5.14) follows.

Furthermore, we immediately get the bound

‖P̂T (u, · )− P̃T (u, · )‖L ≤ ‖eε−2LTPsu‖ ≤ e−ε
−2wT ‖Psu‖ ,
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as the Gaussian measuresPT (u, · ) andP̃T (u, · ) differ only by the termeε
−2LTPsu

in the mean.
Using both parts of the proof and again thea priori bounds on the moments of

µ?, Lemma 5.11 follows at once.

Using Lemma 5.11, Theorem 5.3 will follow, if we can show that

‖µTε − µc? ⊗ µs?‖L ≤ Cε2−κ (5.15)

holds forTε = ε2−κ. Let us writeP̃sT for the marginal ofP̃T (u, · ) ontoS = PsX.
(Note that this projection is independent ofu.) Recall that the covariance of̃PsT is

C̃sT = ε2
∫ ε−2T

0
eLsrPsQ

2Pse
L∗sr dr , (5.16)

whereas the covariance ofµs? is

C̃s? = ε2
∫ ∞

0
eLsrPsQ

2Pse
L∗sr dr .

Since the integrand is positive definite, it is obvious thatC̃s? − C̃sT is positive defi-
nite. One can thus write a random variable with lawµs? as the sum of one random
variable with lawP̃sT and an independent centred Gaussian random variable with
covarianceC̃s? − C̃sT . The representation (5.7) then immediately yields the bound

‖P̃sT − µs?‖L ≤
√

tr(C̃s? − C̃sT ) ,

which in turn is bounded byCεe−ωε
−2T from (3.6). ForT = Tε this expression is

smaller thanε2, so it suffices to show

‖µTε − µc? ⊗ P̃sTε
‖L ≤ Cε2−κ . (5.17)

Until the end of this proof, we will denote elements ofN byx and elements ofS by
y,X = N ⊕S (cf. Assumption 3.1). We will also denote the measureP̃T (0, · ) by
P̃T (dx, dy). Since (5.1a) is a finite-dimensional non-degenerate SDE with smooth
coefficients, its invariant measureµc? has a smooth density%(x). Furthermore, as
shown in Theorem A.1 of the appendix,% actually belongs to the Schwartz space.
In particular, we use% ∈W 2,1(N ), i.e. there exists a constantc% such that∫

N
|∇%(x)| dx ≤ c% ,

∫
N
|∇2%(x)| dx ≤ c% , (5.18)

where∇ denotes the gradient and∇2 the Hessian.
In order to obtain the required estimate, we fix a test functionϕ : X → R with

‖ϕ‖L ≤ 1 and, using Taylor series, we write∫
X
ϕ(x, y)µT (dx, dy) =

∫
X

∫
N
ϕ(x, y′)%(x− x′) dx P̃T (dx′, dy′)
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=
∫
X

∫
N
ϕ(x, y′)%(x) dx P̃T (dx′, dy′)

−
∫
X

∫
N
ϕ(x, y′)〈x′,∇%(x)〉 dx P̃T (dx′, dy′)

+
∫
X

∫
N

∫ 1

0
ϕ(x, y′)〈x′,∇2%(x− rx′)x′〉 dr dxP̃T (dx′, dy′)

=: I1(ϕ) + I2(ϕ) + I3(ϕ) .

By definition,
∫
N P̃T (dx′, · ) = P̃sT , hence

I1(ϕ) =
∫
S

∫
N
ϕ(x, y)µc?(dx)P̃sT (dy) =

∫
S

∫
N
ϕ(x, y)µc? ⊗ P̃sT (dx, dy) ,

and therefore,

‖µT − µc? ⊗ P̃sT ‖L = sup
ϕ∈L

{|I2(ϕ) + I3(ϕ)|} .

Using (5.18),|ϕ(x, y)| ≤ 1, and the definition of̃PT , it is straightforward to bound
I3(ϕ) by the second moment ofP ∗

c P̃T . Since this is a centred Gaussian with co-
variance matrixPcC2

TPc = T · PcQ2Pc,

I3(ϕ) ≤ c% tr(PcQ
2Pc)T ,

which in turn is smaller thanCε2−κ for T = Tε.
Defineψ(y) =

∫
N ϕ(x, y)∇%(x) dx. If ‖ϕ‖L ≤ 1, the functionψ is obviously

Lipschitz continuous with constant smaller thanc%, and we have forI2(ϕ)

|I2(ϕ)| =
∣∣∣∫
X
〈ψ(y), x〉 P̃T (dx, dy)

∣∣∣ =
∣∣∣∫
X
〈(ψ(y)− ψ(0)), x〉 P̃T (dx, dy)

∣∣∣
≤ c%

∫
X
‖x‖ · ‖y‖P̃T (dx, dy) ≤ c%

√
tr(C̃sT )T tr(PcQ2Pc) ,

where the last step uses Cauchy–Schwarz inequality and (5.12). Using (5.16) and
(3.6), we verify|I2(ϕ)| ≤ Cε

√
T , and the proof of (5.17) and hence Theorem 5.3

is complete.

6 Total Variation Bounds

So far, most estimates obtained in this paper were formulated using the Wasserstein
distance between measures. This distance is strongly linked to the topology of the
underlying space. For example, the Wasserstein distance between Dirac measures
located at two pointsx andy is given by two times the distance betweenx andy,
as long as this distance does not exceed1. On the other hand, the total variation
distance between two such Dirac measures is always2, unlessx = y. Also, if
one scales the distance of the underlying space by a factorλ, the corresponding
Wasserstein distance between two given measures will also scale (approximately
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for small distances) byλ, whereas the total variation distance between the two
measures will always remain the same.

However, if we takeµ to be the centred Gaussian measure onR with covariance
1 andν to be its translate by a distanceε, one has‖µ−ν‖TV ≈ Cε and‖µ−ν‖L ≈
Cε for ε small. One might thus expect that the total variation distance between two
measuresµ andν is in general comparable to their Wasserstein distance, as long as
µ andν are scaled in such a way that they are localised in a region of about unity
size and have smooth densities with derivatives of roughly order one. This is in
general not true, as shown by the following example:

µ(dx) = e−x
2
dx , ν(dx) = (e−x

2
+ xe−(x/ε)2) dx . (6.1)

In this case, a straightforward computation, using that the total variation distance
is theL1-distance for densities, shows that one has‖µ− ν‖TV = ε2. On the other
hand it is easy to verify thatcε3 ≤ ‖µ − ν‖L ≤ ε3 for some constantc ∈ (0, 1).
Actually, one can show that if bothµ andν have smooth densities with integrable
first and second derivatives of order one, one has an estimate of the type

‖µ− ν‖TV ≤ C‖µ− ν‖2/3
L .

To prove this, it suffices indeed to bound‖µ− ν‖TV by

‖µ− ν‖TV ≤ ‖µ− µ ? Gt‖TV + ‖µ ? Gt − ν ? Gt‖TV + ‖ν − ν ? Gt‖TV ,

whereGt is the Gaussian measure with covariancet. Using the smoothness of the
densities, the first and the last term are bounded byCt. The middle term is bounded
byC‖µ−ν‖L/

√
t, using a computation very similar to the one that yields the bound

(6.11) below. The claim follows by optimisingt. The above example (6.1) shows
furthermore that this estimate is sharp.

These considerations show that, by combining the results of section 5 with
smoothness properties of the measures, one may expect to obtain bounds of the
type

‖P ∗
c µ? − P ∗

c ν?‖TV ≈ Cε4/3 , ‖µ? − ν?‖TV ≈ Cε2/3 .

Here, we again denote byµ? the invariant measure for (5.1) and byν? the invariant
measure for (5.2). Our aim in this section is to show that one can even get slightly
better estimates than that, namely we will show in Theorems 6.1 and 6.9 that, for
κ arbitrarily small, one has

‖P ∗
c µ? − P ∗

c ν?‖TV ≤ Cε3/2−κ , ‖µ? − ν?‖TV ≤ Cε1−κ .

These estimates will however require us to put rather strict lower bounds on the
covariance of the noise, as stated in Assumption 6.3 below. The main reason why,
in the total variation distance, we do not achieve an accuracy ofε2 in N is that, in
our formal derivation of (5.1), we approximatedvs(Tε−2) by a white noise process
with intensityε. This approximation is justified in the weak topology, but not in
the total variation topology where the distinction on a “microscopic” level (the
regularity properties of both processes are of course completely different) becomes
apparent.
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6.1 Total variation distance inN
In this subsection, we show the following result:

Theorem 6.1 Suppose all assumptions of section 3 are satisfied, and letµ? andν?
denote invariant measures for (5.1) and (5.2), respectively. Then for everyκ > 0,
there exists a constantC such that

‖P ∗
c µ? − P ∗

c ν?‖TV ≤ Cε3/2−κ

holds for everyε small enough.

The following lemma is an extension of Girsanov’s theorem and will be useful
for the proofs.

Lemma 6.2 Let ν denote the Wiener measure on the interval[0, T ] and leth be
an adapted process satisfyingh∞ = ess supw∈Ω supt∈[0,T ] |h(t, w)| <∞.

Letµ be the measure associated to the Girsanov transformation

w 7→ w̃ = w +
∫ ·

0
h(s, w) ds .

(i.e. w̃ is again a Wiener process underµ.) There exists a universal constantC
such that one has the bound

‖µ− ν‖TV ≤ Ch∞
√
T .

This lemma is only formulated and proved inR, but it is easy to see that it holds
for any Hilbert space valued Wiener process, provided we use the norm of the
corresponding Cameron–Martin space in the definition ofh∞.

Proof. By Girsanov’s theorem,µ andν are mutually absolutely continuous and
one has

D(w) =
dµ

dν
(w) = exp

(∫ T

0
h(s, w) dw(s)− 1

2

∫ T

0
|h(s, w)|2 ds

)
.

The total variation distance is then bounded by

‖µ− ν‖2
TV =

(∫
|1−D(w)| ν(dw)

)2
≤

∫
(1−D(w))2 ν(dw)

=
∫
D2(w)ν(dw)− 1 ≤ eh

2
∞T − 1 ,

where we used in the last step, that exp{
∫ T
0 2h(s)dw(s) − 1

2

∫ T
0 |2h(s)|2ds} is a

martingale. Since on the other hand one has by definition‖µ− ν‖2
TV ≤ 4, one gets

‖µ− ν‖2
TV ≤ Ch2

∞T , which concludes the proof of the lemma.

We now turn to the
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Proof of Theorem 6.1.Let us denote as previously byPT the semigroup generated
by (5.1) and byQT the semigroup generated by the rescaled SPDE (5.2). We start
by showing that, for everyκ > 0 there exists a constantC such that, for every
T ∈ (0, 1),

‖P ∗
c PTµ− P ∗

cQTµ‖TV ≤ Cε1−κ
√
T + Cε2 (6.2)

holds for every measureµ with the property that∫
X
‖uc‖p µ(du) < Cp and

∫
X
‖us‖p µ(du) < Cpε

p (6.3)

for every ε ∈ (0, 1). (The constantC does of course depend on the family of
constantsCp.)

We fix a smooth non-decreasing cut-off functionχ̄ : R+ → [0, 1] with the
properties that̄χ(x) = 0 if x < 1, χ̄(x) = 1 if x > 2, and|χ̄′(x)| ≤ 2. We then
defineχ : N → N by χ(x) = x χ̄(‖x‖). We also defineχδ(x) = δχ(x/δ). Given
some valueδ ∈ (0, 1), we denote byQδ

T the semigroup generated by the solutions
to the equation

du = ε−2LudT +AudT + F(u) dT +QdW (T )

− χδ(Acus + Fc(u)−Fc(uc)) dT .
(6.4)

Notice that there exists a constantC? such that, as long as‖us‖(1+ ‖uc‖2) ≤ C?δ,
the dynamics of (6.4) and of the original equation (5.2) coincide. Choosep > 1 to
be fixed later. By rescaled versions of Lemma 4.3 and Theorem 3.8, there exists a
constantC depending onp and onκ such that

E
(

sup
T∈[0,1]

(‖us(T )‖(1 + ‖uc(T )‖2))p
)

≤ 1
2

E sup
T∈[0,1]

(‖us(T )‖2p

εp
+ εp(1 + ‖uc(T )‖2)2p

)
≤ Cεp(1−κ/2) ,

where (uc(T ), uS(T )) denotes the solution of (5.2).
If we choose nowδε = ε1−κ andp = 4/κ, we get the estimate

P
(

sup
T∈[0,1]

‖us(T )‖(1 + ‖uc(T )‖2) > C?δε
)
≤ C

εp(1−κ/2)

δpε
≤ Cε2 .

Hence (for a suitable coupling between the two driving noise processes), solutions
of (6.4) and of (5.2) coincide forT ∈ [0, 1] with probability larger than1 − Cε2.
This in turn yields the total variation estimate

‖P ∗
cQ

δε
T µ− P ∗

cQTµ‖TV ≤ Cε2 , (6.5)

holding uniformly forT ∈ (0, 1). On the other hand, we can apply Lemma 6.2 to
estimate the difference betweenQδ

T andPT by simply taking

Qh = (I − χδ)(Acus + Fc(u)−Fc(uc)) .
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(HereI denotes the identity.) Since the norm of the functionI − χδ, and thus the
norm ofQh, is bounded by2δ, we can apply the generalised version of Lemma 6.2,
bearing in mind that by using a bounded pseudo-inverse ofQ, which exists by
Assumption 3.7 we can find some processh that is uniformly bounded byCδ.
Now

‖P ∗
c PTµ− P ∗

cQδ
Tµ‖TV ≤ Cδ

√
T . (6.6)

For δε = ε1−κ the inequalities (6.5) and (6.6) immediately imply (6.2).
We can now estimate‖P ∗

c µ? − P ∗
c ν?‖TV by

‖P ∗
c µ? − P ∗

c ν?‖TV ≤ ‖PTµ? − PT ν?‖L,s + ‖P ∗
c PT ν? − P ∗

cQT ν?‖TV

≤ C
ε2−κ√
T

+ Cε1−κ
√
T + Cε2 ,

where we made use of Lemma 5.4 and Theorem 5.2 to bound the first term and of
(6.2) to bound the second term. Theorem 4.1 ensures that (6.3) is fulfilled. Taking
T = ε concludes the proof of Theorem 6.1.

6.2 Total variation in X

In order to get bounds on‖µ?− ν?‖TV , we have to put additional hypotheses onQ
andF .

Assumption 6.3 Letα be as in Assumptions 3.2 and 3.3. There exists a constant
γ0 > 0 such that, for allγ ∈ [0, γ0], F : (Xγ)3 → Xγ−α andA : Xγ → Xγ−α

are continuous. Furthermore, the operatorQ−1 is continuous fromXγ0−α to X
and for somẽα ∈ [0, 1

2 ) we have‖(1− L)γ0−α̃Q‖HS(X) <∞.

Remark 6.4 Basically, we need thatQ−1F(u(T )) andQ−1Au(T ) are bounded in
X for a Girsanov argument. Hence, we need bounds onu(T ) in Xγ , which will be
established in Lemma 6.8 by a bootstrapping technique. Moreover, we need further
assumptions on the inverseQ−1. This was not necessary in the previous result for
the centre part, as we could use a pseudo-inverse, which existed by Assumption
3.7.

The main resultof this section (cf. Theorem 6.9) shows that, if the noise is suffi-
ciently “rough”, one has thetotal variationestimate

‖ν? − µs? ⊗ µc?‖TV ≤ Cε1−κ . (6.7)

As discussed at the beginning of this section, we are able to approximateν? only
up to an error of orderε in the total variation distance, instead of the error of order
ε2 that we achieved in the Wasserstein distance.
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6.3 Preliminary estimates

In order to prepare the proof of (6.7), we formulate several technical results. First,
we estimate the speed at which solutions to the linear equation

dvs = ε−2Lsvs dT +Qs dW (6.8)

converge toward each other in the total variation distance. Here, we consider solu-
tions to (6.8) with values inS, we definedQ2

s = PsQ
2Ps andLs = PsL from

Assumption 3.1. MoreoverW is a cylindrical Wiener process onS such that
QsW = PsQW , with W from Assumption 3.4. We denote byPsT the semigroup
generated by (6.8), which is the same semigroup than the one generated by (5.1b).

Lemma 6.5 Let Assumptions 3.1 and 3.4 be satisfied and assume thatQ−1
s L−δs ∈

L(S,S) for someδ > 0 (this is ensured, e.g., by Assumption 6.3).
Then, there exists a constantC such that, for everyT ≥ ε2 and for every pair

of probability measuresµ andν onS with bounded first order moments, one has
the estimate

‖PsTµ− PsT ν‖TV ≤ Cε−1e−ωε
−2T

∫
S
‖u‖(µ+ ν)(du) , (6.9)

whereω is the constant appearing in (3.1).

Proof. Takeϕ : S → R to be a bounded Borel-measurable function. The Bismut–
Elworthy–Li formula [EL94] yields (after a simple substitution) for the Fréchet
derivative ofPsε2ϕ in the directionh:

(DhPsε2ϕ)(vs(0)) =
2
ε

E
(
ϕ(vs(ε

2))
∫ 3/4

1/4
〈Q−1

s eLs(1−τ )h, dW̃(τ )〉
)

, (6.10)

whereW̃(t) = ε−1W(ε2t) is equal in law toW. By assumption,Q−1
s L−δs is

bounded, so‖Q−1
s eLs(1−τ )‖ ≤ C(1 − τ )−δ. Applying Cauchy–Schwarz to (6.10)

yields

‖(DPsε2ϕ)(u)‖ ≤ Cε−1

√∫ 3/4

1/4
(1− τ )−2δ dτ ≤ Cε−1 .

Let us denote bŷPsT (u, ·) the transition probabilities corresponding to (6.8). With
this notation, we just proved that

‖Psε2(u, ·)− Psε2(v, ·)‖TV ≤ Cε−1‖u− v‖ (6.11)

holds for everyu andv in S. Denote now byvs(T, u0) the solution at timeT of
(6.8) with initial conditionu0 distributed according to the measureµ. Let v0 be
another initial condition independent ofu0 and distributed according toν. Using
first (6.11) and then (3.1), we derive the bound

‖PsTµ− PsT ν‖TV ≤ Cε−1E‖vs(T − ε2, u0)− vs(T − ε2, v0)‖
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≤ Cε−1e−ωε
−2TE‖u0 − v0‖

≤ Cε−1e−ωε
−2TE(‖u0‖+ ‖v0‖) ,

which is nothing but the estimate (6.9).

We will also need the following elementary property of Gaussian measures.

Lemma 6.6 Letµ be a centred Gaussian measure on a Hilbert spaceH = Hx ⊕
Hy. Denote byµx the marginal ofµ onHx and similarly forµy. Then, there exists
a µy-measurable linear mapA : Hy → Hx and a centred Gaussian measureµ◦x
onHx such that, for every measurablef : H → R, one has∫

H
f (x, y)µ(dx, dy) =

∫
Hy

∫
Hx

f (x+Ay, y)µ◦x(dx)µy(dy) .

Furthermore, one has the inequalities∫
Hy

‖Ay‖2 µy(dy) ≤
∫
Hx

‖x‖2 µx(dx) ,∫
Hx

‖x‖2 µ◦x(dx) ≤
∫
Hx

‖x‖2 µx(dx) .

Proof. The existence ofA and ofµ◦x is standard. All we need is that the distribution
of a Gaussian, given a marginal, is still a Gaussian, and thatAy = Eµ(x|y) is linear
in y.

The first inequality follows immediately by taking expectations with respect to
y on both sides of the following Cauchy–Schwarz inequality:

‖Eµ(x | y)‖2 ≤ Eµ(‖x‖2 | y) .

To prove the second inequality, observe that∫
Hx

‖x‖2 µ̃x(dx) = Eµ(‖x−Ay‖2 | y) = Eµ(‖x‖2 | y)− ‖Ay‖2 ,

and take expectations overy on both sides of this expression.

Finally, we show the following estimate on the total variation distance between a
measure with a smooth density and its translates.

Lemma 6.7 Letµ be a measure onRn with a smooth density% with respect to the
Lebesgue measure and such that∇% is integrable. Leta ∈ Rn and letτa be the
shift map defined byτa(x) = x+ a. Then, one has the estimate

‖µ− τ∗aµ‖TV ≤ |a|
∫

Rn
|∇%(x)| dx ,

where the absolute values in the right-hand side denote the Euclidean norm onRn.
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Proof. Let f : Rn → R be a measurable test function bounded by1. We have∣∣∣ ∫
Rn
f (x+ a)%(x) dx−

∫
Rn
f (x)%(x) dx

∣∣∣ =
∣∣∣ ∫

Rn
f (x)(%(x− a)− %(x)) dx

∣∣∣
=

∣∣∣ ∫
Rn
f (x)

∫ 1

0
〈∇%(x− at), a〉 dt dx

∣∣∣
≤

∫
Rn
|∇%| · |a| dx .

The claim follows by taking the supremum overf .

Another ingredient for our main result will be the following improvement of thea
priori estimate from Theorem 4.1, which relies on a bootstrapping technique and
on Assumption 6.3.

Lemma 6.8 Let all assumptions of section 3, as well as Assumption 6.3 be satis-
fied. Moreover, choose an initial conditionu0 such that for anyκ > 0 andp > 0,
one has

E‖u0‖pγ0 ≤ Cε−κ and E‖Psu0‖pγ0 ≤ Cεp−κ , (6.12)

whereC depends onκ andp, but not onε.
Then, we have the following bound on the solutionu of (5.2) with initial con-

dition u0:

E sup
T∈[0,T0]

‖u(T )‖pγ0 ≤ Cε−κ and E sup
T∈[0,T0]

‖Psu(T )‖pγ0 ≤ Cεp−κ ,

where the constant depends onT0, κ, andp.
Moreover, every invariant measure for (5.2) is admissible, i.e.u0 distributed

according to an invariant measure fulfils (6.12).

Proof. The proof is straightforward, we just give a brief sketch of the main argu-
ments. Any mild solution of (5.2) fulfils

u(T ) = eTLε
−2
u0 +

∫ T

0
e(T−τ )Lε−2

(Au(τ ) + F(u(τ ))) dτ +Wε−2L(T ) . (6.13)

Note thatW is, as usual, not the originalW of Assumption 3.4, but a rescaled
version with the same distribution.

First of all, usinge.g.the factorisation method (cf. [DPZ92]), it is well-known
that we can bound the stochastic convolution as follows, using the assumption on
the covarianceQ of Assumption 3.4.

E sup
T∈[0,T0]

‖Wε−2L(T )‖pγ0 ≤ Cε−κ and E sup
T∈[0,T0]

‖PsWε−2L(T )‖pγ0 ≤ Cεp−κ,

(6.14)
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with constantsC depending onp > 0, T0 > 0 andκ > 0. Obviously (6.14) holds
also for anyγ ∈ [0, γ0] instead ofγ0. Using this forγ = 0, we can easily improve
Theorem 4.1 slightly to obtain

E sup
T∈[0,T0]

‖u(T )‖p ≤ Cε−κ and E sup
T∈[0,T0]

‖Psu(T )‖p ≤ Cεp−κ, (6.15)

with constantsC depending onp > 0, T0 > 0, andκ > 0.
From (6.13), using Assumption 6.3 to boundA andF together with 3.2, we

easily derive forγ ∈ [0, 1− α), γ ≤ γ0,

‖u(T )‖γ ≤‖u0‖γ + ‖Wε−2L(T )‖γ

+ C

∫ T

0
[1 + (ε2/(T − τ ))α+γ ] · (‖u(τ )‖+ ‖u(τ )‖3) dτ.

Hence, using (6.14) and (6.15), we derive

E sup
T∈[0,T0]

‖u(T )‖pγ ≤ E sup
T∈[0,T0]

‖u0‖pγ + Cε−κ ≤ Cε−κ.

The estimate for‖Psu(T )‖γ is completely analogous using (3.3). The proof for
γ = γ0 (in case1− α < γ0) follows by iterating the previous argument.

Showing that the invariant measure is admissible relies on the same iteration
technique. One starts from Theorem 4.1 and then gets successive bounds by fol-
lowing similar steps as above, removing the supremum and using the bounds ob-
tained from the previous iteration in the right hand side.

6.4 Proof of the main estimate

Theorem 6.9 Assume all assumptions of section 3 together with Assumption 6.3
hold, and letν? andµ? be the invariant measures introduced in Theorem 5.2.

Then, for everyκ > 0, there exists a constantC > 0 such that

‖ν? − µc? ⊗ µs?‖TV ≤ Cε1−κ .

Proof. DefineQT , PT , P̂T , andP̃T as in section 5.2. Recall that the transition
probabilitiesP̃T (u, ·) and P̂T (u, ·) are Gaussian with meansPcu and eTε

−2Lu,
respectively, and covariance

∫ T
0 erε

−2LQ2erε
−2L∗dr. Recall furthermore that ob-

viouslyP ∗
s P̂T = PsT .

Similarly to the proof of Theorem 6.1, we start by showing that the estimate

‖P̂Tµ−QTµ‖TV ≤ Cε−κ/2
√
T + Cε (6.16)

holds for everyT ∈ (0, 1) and for every measureµ with the property that∫
X
‖uc‖pγ µ(du) < Cp and

∫
X
‖us‖pγ µ(du) < Cpε

p (6.17)

for every ε ∈ (0, 1). (The constantC does of course depend on the family of
constantsCp.)
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To prove (6.16) we can follow the ideas of the proof of Theorem 6.1. First, by
analogy with (6.4), we define the cut-offχ : Xγ0−α → Xγ0−α for γ0 andα as in
Assumption 6.3 by

χ(u) = u χ̄(‖u‖γ0−α) , and χδ(u) = δχ(u/δ) .

The semigroupQδ
T is then defined by solving

du = ε−2LudT + (I − χδ)(Au+ F(u)) dT +QdW (T ) . (6.18)

Again, there exists a constantC? such that, as long as‖u‖γ0(1+‖u‖2
γ0) ≤ C?δ, the

solutions of (6.18) and of (5.2) coincide. The estimate (6.16) follows by retracing
step by step the proof of Theorem 6.1, using Lemma 6.8 to get the requireda priori
bounds on‖u‖γ . This ensures thatQ−1F andQ−1A stay bounded inX, so one
can apply Lemma 6.2. This finishes the proof of (6.16).

Notice furthermore that an immediate consequence of Lemma 6.5 is that

‖P̂T (u, · )− P̃T (u, · )‖TV ≤ Cε−1e−ωε
−2T ‖Psu‖ , (6.19)

and thus forTε = ε2−κ

‖ν? − P̃Tεµ
c
?‖TV ≤ ‖QTεν? − P̂Tεν?‖TV + ‖P̂Tεν? − P̃Tεν?‖TV

+ ‖P̃Tεν
c
? − P̃Tεµ

c
?‖TV ≤ Cε ,

where, we used (6.16) to bound the first term, (6.19) to bound the second term, and
Theorem 6.1 to bound the last term.

In order to conclude the proof of Theorem 6.9 it remains to show that

‖P̃Tεµ
c
? − µc? ⊗ µs?‖TV ≤ Cε1−κ .

Hence, for every Borel measurable test functionϕ : X → R bounded by1,we have
to verify the estimate∣∣∣∫

N

∫
X
ϕ(v) P̃Tε(uc, dv)µc?(duc)−

∫
N

∫
S
ϕ(uc, us)µ

s
?(dus)µ

c
?(duc)

∣∣∣ ≤ Cε1−κ .

(6.20)
Here and until the end of the proof, we fixTε = ε2−κ.

We now apply Lemma 6.6 to the centred Gaussian measureP̃T ( · ) = P̃T (0, · )
with Hx = N andHy = S. We denote its marginal onS by P ∗

s P̃T ( · ), we denote
byAT : S → N the correspondingP ∗

s P̃T -measurable linear map, and bỹP◦T ( · )
the measure onN associated to it. With these notations, we have∫

N

∫
X
ϕ(v) P̃T (uc, dv)µc?(duc)

=
∫
N

∫
S

∫
N
ϕ(vc +AT vs + uc, vs) P̃◦T (dvc)P

∗
s P̃T (dvs)µ

c
?(duc)

=
∫
S

∫
N

∫
N
ϕ(uc, vs) τ

∗
vc+AT vs

µc?(duc) P̃◦T (dvc)P
∗
s P̃T (dvs) .
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From the proof of Theorem 5.3, we know thatµc? has a density with respect to the
Lebesgue measure that satisfies the assumptions of Lemma 6.7, which immediately
implies that there exists a constantC such that∥∥∥∫

N
P̃Tε(uc, · )µc?(duc)− µc? ⊗ P ∗

s P̃Tε

∥∥∥
TV

≤ C

∫
S

∫
N
‖vc +ATεvs‖ P̃◦Tε

(dvc)P
∗
s P̃Tε(dvs)

≤ 2C

√∫
N
‖vc‖2 P ∗

c P̃Tε(dvc) ≤ Cε1−κ/2 .

Here, we used Lemma 6.6 to go from the second to the third line, and we used the
fact that the covariance ofP ∗

c P̃Tε is TεPcQ2Pc for the last estimate.
UsingP̂Tε(0, ·) = P̃Tε(0, ·) together with Lemma 6.5, we get immediately

‖P ∗
s P̃Tε − µs?‖TV ≤ Cε−1e−ωε

−κ ≤ Cε .

This concludes the proof of (6.20) and thus of Theorem 6.9.

Appendix A Decay Properties of the Invariant Measure

In this appendix we show that the invariant measure for a non-degenerate diffusion
with polynomial coefficients is smooth and all of its derivatives decay exponen-
tially. Throughout this appendix,F denotes a fixed polynomial fromRn to Rn of
degree2p− 1 (p ≥ 1 is an integer which is equal to2 in the application we have in
mind) and such that there exist strictly positive constantsC andδ such that

〈x, F (x)〉 ≤ C‖x‖2 − δ‖x‖2p , ∀x ∈ Rn . (A.1)

We will considerx to be the solution of the non-degenerate SDE

dx(t) = F (x) dt+ dW (t) , (A.2)

whereW consists ofn independent standard Wiener processes. It is easy to show
that (A.2) possesses a unique invariant measure with a smooth density%? with
respect to the Lebesgue measure onRn. The result on the decay properties of%? is
the following.

Theorem A.1 Let%? be as above. Then, there exists a constantε > 0 such that%?
can be written as

%?(x) = e−ε‖x‖
2p
g?(x) , (A.3)

where the functiong? belongs to the Schwartz spaceS .

Proof. Denote byϕt the (random) flow generated by the solutions to (A.2) and by
Pt the semigroup defined on finite measures by

(Ptµ)(A) = E(µ ◦ ϕ−1
t )(A) .
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SincePt maps every measure into a measure with a smooth density, it can be
restricted to a positivity preserving contraction semigroup on L1(Rn, dx). The gen-
eratorK̃ of Pt is given by

(K̃%)(x) = 1
2∆%(x)− F (x)∇%(x)− (divF )(x) %(x) .

We now define an operatorK on L2(Rn, dx) by closing the operator defined onC∞0
by

K = eε‖x‖
2p
K̃e−ε‖x‖

2p
. (A.4)

An easy computation shows that, ifε is small enough, one has

K +KT = ∆ +G(x) , (A.5)

KT is the formal adjoint (inL2) of K andG : Rn → R is a polynomial of degree
4p− 2 satisfying

G(x) ≤ C − ε2‖x‖4p−2 ,

for some positive constantC. A standard argument (seee.g.the proof of Prop. B.3
in [EH00] or the proof of Prop. 5.5 in [HN03]) shows thatK is maximal accretive
and is therefore the generator of a quasi-boundedC0-semigroup on L2(Rn, dx).
Furthermore, (A.5) implies thatK has compact resolvent. Sincee−ε‖x‖

2p
is an

eigenfunction ofK∗ with eigenvalue0,K must also have an eigenvalue0. Denote
by g? the corresponding eigenfunction. By the definition ofK, the function%?
given by%?(x) = e−ε‖x‖

2p
g?(x) must be an eigenfunction with eigenvalue0 of

K̃. An argument given for example in [EPR99] shows that%? must be positive,
and therefore it is the invariant measure of (A.2). It thus remains to show thatg?
belongs to the Schwartz space.

For this, we use some of the results of [EH03]. Following the notation of that
paper, we introduce a family of weighted Sobolev spacesSα,β with α, β ∈ R as
the following subset of tempered distributionsS ′ onRn:

Sα,β = {u ∈ S ′ |ΛαΛ̄βu ∈ L2(Rn)} ,

where the operatorΛ is defined as the positive square root ofΛ2 = 1−
∑n
i=1 ∂

2
i =

1−∆, andΛ̄ is the multiplication operator̄Λ2 = 1 + ‖x‖2.
We equip the spaceSα,β with the scalar product

〈f, g〉α,β = 〈ΛαΛ̄βf,ΛαΛ̄βg〉L2 . (A.6)

We also use the corresponding norms‖ · ‖α,β. Note that these spaces are actually a
particular case of the more general class of Sobolev spaces introduced in [BC94].

Retracing the proof of [EH03, Lem. 3.2] we see that for every pairα, β, there
exists a constantC such that

|〈f,Kg〉α,β − 〈KT f, g〉α,β| ≤ C‖f‖α+ 1
2
,β+2p− 1

2
‖g‖α+ 1

2
,β+2p− 1

2
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holds for everyf andg in S . Combining this with (A.5) shows that, for every pair
α, β, there exists a constantC such that

‖u‖α+1,β+2p−1 ≤ C(〈u, (∆ +G)u〉α,β + ‖u‖α+ 1
2
,β+2p− 3

2
)

= C(〈u, (K +KT )u〉α,β + ‖u‖α+ 1
2
,β+2p− 3

2
)

≤ C(‖Ku‖α,β + ‖u‖α+ 1
2
,β+2p− 3

2
)

(A.7)

holds for everyu ∈ S .
Taking formallyu = g? in (A.7) and using the fact thatKg? = 0, we get

‖g?‖α,β ≤ C‖g?‖α− 1
2
,β− 1

2
.

Since theL2-norm of g? finite, this shows thatg? belongs to the intersection of
all the spacesSα,β and thus toS . Since we didn’t knowa priori thatg? belongs
to S (this is what we want to prove after all!), this argument appears not to be
very rigorous. However, it can easily be made rigorous by approximatingg? by a
sequence of functions inS and estimating the errors carefully. This concludes the
proof of Theorem A.1.
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[BMPS01] D. BLÖMKER, S. MAIER-PAAPE, and G. SCHNEIDER. The stochastic Lan-
dau equation as an amplitude equation.Discrete and Continuous Dynamical
Systems, Series B1, no. 4, (2001), 527–541.

[CCLR] T. CARABALLO , H. CRAUEL, J. A. LANGA, and J. C. ROBINSON. Stabiliza-
tion by additive noise. In preparation.

[CF98] H. CRAUEL and F. FLANDOLI . Additive noise destroys a pitchfork bifurca-
tion. J. Dynam. Differential Equations10, no. 2, (1998), 259–274.



REFERENCES 45

[CIS99] H. CRAUEL, P. IMKELLER, and M. STEINKAMP. Bifurcations of one-
dimensional stochastic differential equations. InStochastic dynamics (Bremen,
1997), 145–154. Springer, New York, 1999.

[DPZ92] G. DA PRATO and J. ZABCZYK . Stochastic Equations in Infinite Dimensions.
University Press, Cambridge, 1992.

[DPZ96] G. DA PRATO and J. ZABCZYK . Ergodicity for Infinite Dimensional Systems,
vol. 229 of London Mathematical Society Lecture Note Series. University
Press, Cambridge, 1996.

[EH00] J.-P. ECKMANN and M. HAIRER. Non-equilibrium statistical mechanics of
strongly anharmonic chains of oscillators.Commun. Math. Phys.212, no. 1,
(2000), 105–164.

[EH01] J.-P. ECKMANN and M. HAIRER. Uniqueness of the invariant measure for a
stochastic PDE driven by degenerate noise.Commun. Math. Phys.219, no. 3,
(2001), 523–565.

[EH03] J.-P. ECKMANN and M. HAIRER. Spectral properties of hypoelliptic opera-
tors. Comm. Math. Phys.235, no. 2, (2003), 233–253.

[EL94] K. D. ELWORTHY and X.-M. LI. Formulae for the derivatives of heat semi-
groups.J. Funct. Anal.125, no. 1, (1994), 252–286.

[EPR99] J.-P. ECKMANN , C.-A. PILLET , and L. REY-BELLET. Non-equilibrium sta-
tistical mechanics of anharmonic chains coupled to two heat baths at different
temperatures.Commun. Math. Phys.201, (1999), 657–697.

[Hai02] M. HAIRER. Exponential mixing properties of stochastic PDEs through
asymptotic coupling.Probab. Theory Related Fields124, no. 3, (2002), 345–
380.

[HN03] B. HELFFER and F. NIER. Hypoellipticity and spectral theory for Fokker-
Planck operators and Witten Laplacians, 2003. Prépublication 03-25 de
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